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#### Abstract

We compute the Bass stable rank and the topological stable rank of several convolution Banach algebras of complex measures on $(-\infty, \infty)$ or on $[0, \infty)$ consisting of a discrete measure and/or of an absolutely continuous measure. We also compute the stable ranks of the convolution algebras $\ell^{1}\left(\mathbb{N}^{n}\right), \ell^{1}\left(\mathbb{Z}^{n}\right), \ell^{1}(S)$ and $\ell^{1}\left(S \cap \mathbb{R}_{+}\right)$, where $S$ is an arbitrary subgroup of $\mathbb{R}$, of the almost periodic algebra AP and of $\mathrm{AP} \cap H^{\infty}$, etc. We answer affirmatively the question posed by R. Mortini in [20].

For the above algebras, the polydisc algebra $A\left(\mathbb{D}^{n}\right)$, the algebra $C\left(\mathbb{T}^{n}\right)$ of continuous functions, and others, we also study their subsets (real Banach algebras) of real-valued measures, real-valued sequences or real-symmetric functions, and of corresponding exponentially stable algebras (for example, the Callier-Desoer algebra of causal exponentially decaying measures and $\mathrm{L}^{1}$ functions), and we compute their stable ranks. Finally, we show that in some of these real algebras a variant of the parity interlacing property is equivalent to reducibility of a unimodular (or coprime) pair. Also corona theorems are presented and the existence of coprime fractions is studied; in particular, we list which of these algebras are Bézout domains.
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## 1. Introduction

The purpose of this article is to compute the Bass and topological stable ranks of various real and complex Banach algebras of measures, functions and sequences. En route we answer affirmatively the question posed by Raymond Mortini in [20], about the existence of a closed subalgebra $\mathcal{A}$ of $H^{\infty}$ such that the maximal ideal ideal space $X(\mathcal{A})$ of $\mathcal{A}$ contains $\mathbb{D}$ as a dense subset, and such that the Bass stable rank of $\mathcal{A}$ is strictly greater than 1 .

The notions of Bass stable rank and topological stable rank (often called "stable range") play important roles in algebraic and topological K-theories, respectively (see [3] and [23]), but they also have important applications in other areas, such as in the control-theoretic problem of the dynamic stabilization of fractional transfer functions (see [22] and [38]); this is explained briefly in Subsection 10.1.

We recall the definitions of Bass stable rank and topological stable ranks below.
Definition 1.1. Let $\mathcal{A}$ be a ring ${ }^{1}$ with identity 1. Let $n \in \mathbb{N}$. An element $a \in \mathcal{A}^{n}$ is called unimodular ("a left-invertible vector") if there exists $b \in \mathcal{A}^{n}$ (a left inverse) such that

$$
b \cdot a:=\sum_{k=1}^{n} b_{k} a_{k}=1
$$

We denote by $\mathrm{U}_{n}(\mathcal{A})$ the set of unimodular elements of $\mathcal{A}^{n}$. A unimodular $n+1$-tuple $a \in \mathrm{U}_{n+1}(\mathcal{A})$ is called reducible (or stable) if there exists $x \in \mathcal{A}^{n}$ such that

$$
\begin{equation*}
\left(a_{1}+x_{1} a_{n+1}, \ldots, a_{n}+x_{n} a_{n+1}\right) \in \mathrm{U}_{n}(\mathcal{A}) \tag{1}
\end{equation*}
$$

The Bass stable rank (denoted by bsr $\mathcal{A}$ ) of $\mathcal{A}$ is the least integer $n \geq 1$ such that every $a \in \mathrm{U}_{n+1}(\mathcal{A})$ is reducible, and it is infinite if no such integer $n$ exists.

Now let $\mathcal{A}$ denote a Banach algebra ${ }^{2}$. The topological stable rank (denoted by $\operatorname{tsr} \mathcal{A}$ ) of $\mathcal{A}$ is the least integer $n \geq 1$ such that $\mathrm{U}_{n}(\mathcal{A})$ is dense in $\mathcal{A}^{n}$, and it is infinite if no such integer exists.

Recall also that elements of $\mathrm{U}_{2}$ are usually called (right) coprime. We have bsr $\mathcal{A} \leq \operatorname{tsr} \mathcal{A}$ for every Banach algebra $\mathcal{A}[23]$. Our main results on stable ranks are summarized in Table 1, but also some other algebras will be treated. Most of the notation used in Table 1 is introduced in Section 2 (particularly $\mathcal{M}_{*}^{*}$, AP and $\mathrm{AP}_{+}$), but we explain some of it below.

By $\lfloor r\rfloor$ we denote the greatest integer $\leq r(r \in \mathbb{R})$.
By $\ell^{1}(\mathbb{R})$ we denote the Banach algebra of absolutely summable functions $a: \mathbb{R} \rightarrow \mathbb{C}$ with $\|a\|_{1}:=\sum_{r \in \mathbb{R}}\left|a_{r}\right|$ and the convolution product defined by $(a * b)_{r}:=\sum_{t \in \mathbb{R}} a_{t} b_{r-t}$. Its subalgebras $\ell^{1}\left(\mathbb{R}_{+}\right), \ell^{1}(\mathbb{Z})$ and $\ell^{1}(\mathbb{N})$ have the same norm and the same product. Naturally, $a \in \ell^{1}(\mathbb{R})$ implies that $a_{r}=0$ for all but countably many $r \in \mathbb{R}$.

We use the symbol $C\left(\mathbb{T}^{n}\right)$ to denote the Banach algebra of complex-valued continuous functions defined on $\mathbb{T}^{n}$, where $\mathbb{T}=\{z \in \mathbb{C}:|z|=1\}$, and we use the notation $A\left(\mathbb{D}^{n}\right)$ for the Banach algebra of continuous functions $\overline{\mathbb{D}}^{n} \rightarrow \mathbb{C}$ that are holomorphic on the polydisc $\mathbb{D}^{n}$, where $\mathbb{D}:=\{z \in \mathbb{C}:|z|<1\}$.

[^1]| Algebra $\mathcal{A}$ | $\operatorname{bsr} \mathcal{A}$ | $\operatorname{tsr} \mathcal{A}$ | $\operatorname{bsr} \mathcal{A}_{\mathbb{R}}$ | $\operatorname{tsr} \mathcal{A}_{\mathbb{R}}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbb{C} \delta_{0}+\mathrm{L}^{1}$ | 1 | 1 | 1 | 1 |
| $\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}$ | 1 | 2 | 2 | 2 |
| $\ell^{1}\left(\mathbb{Z}^{n}\right), \mathcal{M}^{(n)}, \mathcal{M}^{(n)}+\mathrm{L}^{1}, C\left(\mathbb{T}^{n}\right)$ | $\lfloor n / 2\rfloor+1$ | $\lfloor n / 2\rfloor+1$ | $\lfloor n / 2\rfloor+1$ | $\lfloor n / 2\rfloor+1$ |
| $\ell^{1}\left(\mathbb{N}^{n}\right), \mathcal{M}_{+}^{\left(n^{+}\right)}, \mathcal{M}_{+}^{\left(n^{+}\right)}+\mathrm{L}_{+}^{1}, A\left(\mathbb{D}^{n}\right)$ | $\lfloor n / 2\rfloor+1$ | $n+1$ | $n+1$ | $n+1$ |
| $\ell^{1}(\mathbb{R}), \mathcal{M}, \mathcal{M}+\mathrm{L}^{1}, \mathrm{AP}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ |
| $\ell^{1}\left(\mathbb{R}_{+}\right), \mathcal{M}_{+}, \mathcal{M}_{+}+\mathrm{L}_{+}^{1}, \mathrm{AP}_{+}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ |

Table 1. Stable ranks of algebras and their real-valued subalgebras

By $\mathcal{M}$ we mean the convolution Banach algebra of discrete (atomic) measures. It consists of the sums $\sum_{r \in \mathbb{R}} a_{r} \delta_{r}$ (with the total variation norm $\left.\sum_{r \in \mathbb{R}}\left|a_{r}\right|\right)$, where $a \in \ell^{1}(\mathbb{R})$ and $\delta_{r} \in \mathcal{M}$ is the unit mass at $r$. Thus $\mathcal{M}$ is isometrically isomorphic to $\ell^{1}(\mathbb{R})$. The convolution Banach algebras

$$
\begin{equation*}
\mathcal{M}_{+}:=\{\mu \in \mathcal{M}: \operatorname{supp} \mu \subset[0, \infty)\}, \tag{2}
\end{equation*}
$$

$\mathcal{M}+\mathrm{L}^{1}:=\mathcal{M}+\mathrm{L}^{1}(\mathbb{R})($ denoted by $\mathrm{LA}(-\infty, \infty)$ in $[15, \S \S 4.20])$ and $\mathcal{M}_{+}+\mathrm{L}_{+}^{1}:=\mathcal{M}_{+}+$ $\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)$(denoted by $\mathrm{L}(1)+\mathrm{A}(1)$ in $\left.[15, \S \S 4.19]\right)$ have also been considered previously in the literature, but we study their stable ranks here. We present these and some other subalgebras of $\mathcal{M}+\mathrm{L}^{1}$ in further detail in Section 2. These other subalgebras include the algebra $\mathcal{M}^{(1)}$ of measures with commensurate delays (for example, $a_{r}=0$ for $r \notin \mathbb{Z}$ ) and the algebra $\mathcal{M}_{+}^{\left(n^{+}\right)}$ (respectively, $\mathcal{M}^{(n)}$ ) generated by $n$ independent (over $\mathbb{Z}$ ) $\delta_{r}$ 's (respectively, $\delta_{r}$ 's and $\delta_{-r}$ 's).

When $\mathcal{A}$ stands for some of such " $\mathcal{M}_{*}^{*}$ " algebras, then the notation $\mathcal{A}_{\mathbb{R}}$ in Table 1 represents the subset of real-valued elements of $\mathcal{A}$, which is a real Banach algebra. If $\mathcal{A}=\ell^{1}(\mathbb{N})$, then $\mathcal{A}_{\mathbb{R}}:=\ell^{1}(\mathbb{N} ; \mathbb{R})$ is the subset of $\mathcal{A}$ consisting of real-valued absolutely summable sequences $\mathbb{N} \rightarrow \mathbb{R}$; similar notation is used when $\mathbb{N}$ is replaced by $\mathbb{Z}, \mathbb{R}_{+}$and $\mathbb{R}$.

When $\mathcal{A}$ stands for $C\left(\mathbb{T}^{n}\right), A\left(\mathbb{D}^{n}\right)$, AP or $\mathrm{AP}_{+}:=\mathrm{AP} \cap H^{\infty}$, then by

$$
\mathcal{A}_{\mathbb{R}}:=\{f \in \mathcal{A}: \forall z, f(\bar{z})=\overline{f(z)}\}
$$

we denote its subset of real-symmetric functions. The real Banach algebra $A\left(\mathbb{D}^{n}\right)_{\mathbb{R}}$ coincides with the subset (of $A\left(\mathbb{D}^{n}\right)$ ) of functions whose Taylor series at the origin have real coefficients.

One easily verifies that a complex Borel measure is real-valued iff its Laplace transform is real-symmetric (on $i \mathbb{R}$, hence wherever the transform converges absolutely) and that an element of $\ell^{1}\left(\mathbb{N}^{n}\right)$ or $\ell^{1}\left(\mathbb{Z}^{n}\right)$ is real-valued iff its $Z$-transform is real-symmetric (on $\mathbb{T}^{n}$, hence wherever the transform converges absolutely); further details are given in Section 2.

These real Banach algebras are often more important than the complex ones, because in most physical applications the data is real and only real solutions are usable.

The facts that $\operatorname{bsr} \ell^{1}(\mathbb{N})=1$ and $\operatorname{bsr} \ell^{1}(\mathbb{Z})=\operatorname{tsr} \ell^{1}(\mathbb{Z})=1$ were already known (see [29] and [10], respectively), and we have the isometries $\ell^{1}(\mathbb{Z}) \approx \mathcal{M}^{(1)}$ and $\ell^{1}(\mathbb{N}) \approx \mathcal{M}_{+}^{\left(1^{+}\right)}$. Also bsr $C\left(\mathbb{T}^{n}\right)=\lfloor n / 2\rfloor+1$ and $\operatorname{tsr} C\left(\mathbb{T}^{n}\right)=\lfloor n / 2\rfloor+1$ were known; even better, the facts that $\operatorname{bsr} C(X ; \mathbb{C})=\lfloor n / 2\rfloor+1$ and $\operatorname{bsr} C(X ; \mathbb{R})=n+1$, where $n:=\operatorname{dim}(X)$, were shown in [37], and (if $X$ is compact) $\operatorname{tsr} C(X ; \mathbb{C})=\lfloor n / 2\rfloor+1$ in [23]. (Note that, for example, $C\left(\mathbb{T}^{n}\right)_{\mathbb{R}} \neq C\left(\mathbb{T}^{n} ; \mathbb{R}\right)$.) It was also known that bsr $A\left(\mathbb{D}^{n}\right)=\lfloor n / 2\rfloor+1[8]$ (case $n=1$ in [17]), $\operatorname{tsr} A\left(\mathbb{D}^{n}\right)=n+1[7], \operatorname{bsr} A(\mathbb{D})_{\mathbb{R}}=\operatorname{tsr} A(\mathbb{D})_{\mathbb{R}}=2[31]$, and $\operatorname{bsr} \mathrm{AP}=\operatorname{tsr} \mathrm{AP}=\infty[33]$. The
result $\operatorname{bsr} \ell^{1}\left(\mathbb{N}^{n}\right)=\lfloor n / 2\rfloor+1$ will be based on [8], and the result $\operatorname{bsr} \mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}=1$ will be reduced to [29]. All other results in Table 1 seem to be completely new.

We note that bsr $H^{\infty}=1$ [36], and tsr $H^{\infty}=2$ [34]. Sergei Treil had conjectured that $\operatorname{bsr} H_{\mathbb{R}}^{\infty}=2$, and it has recently been proved by Raymond Mortini and Brett Wick that $\operatorname{bsr} H_{\mathbb{R}}^{\infty}=\operatorname{tsr} H^{\infty}=2$; see [21]. In Lemma 6.2 we construct, for any given $n$, an unimodular vector in $\mathrm{U}_{n}$ of $\mathcal{F} \mathcal{M}_{+\mathbb{R}} \subset\left(\mathrm{AP}_{+}\right)_{\mathbb{R}} \subset H_{\mathbb{R}}^{\infty}$ that is not reducible in AP.

The following is our main result.
Theorem 1.2. All results presented in Table 1 hold true (for any $n=1,2,3, \ldots$ ).
(The proof is given immediately after Corollary 7.9 below.)
Note, in particular, that $\operatorname{bsr} \mathcal{A}=\operatorname{bsr} \mathcal{A}_{\mathbb{R}}=\operatorname{tsr} \mathcal{A}=\operatorname{tsr} \mathcal{A}_{\mathbb{R}}=1$ when $\mathcal{A}$ equals $\ell^{1}(\mathbb{Z})$, $\mathbb{C} \delta_{0}+\mathrm{L}^{1}, \mathcal{M}^{(1)}, \mathcal{M}^{(1)}+\mathrm{L}^{1}$ or $C(\mathbb{T})$, and that $\operatorname{bsr} \mathcal{A}=1$ when $\mathcal{A}$ equals $\ell^{1}(\mathbb{N}), \mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}$, $\mathcal{M}_{+}^{\left(1^{+}\right)}, \mathcal{M}_{+}^{\left(1^{+}\right)}+\mathrm{L}_{+}^{1}$ or $A(\mathbb{D})$. Also the corresponding exponentially stable subalgebras have $\mathrm{bsr}=1$, as shown in Theorem 9.4. An example of these is

$$
\begin{equation*}
\ell^{1, \exp }(\mathbb{N}):=\left\{a \in \ell^{1}(\mathbb{N}): \sum_{k=0}^{\infty} r^{k}\left|a_{k}\right|<\infty \text { for some } r>1\right\} \tag{3}
\end{equation*}
$$

and another one is $\mathcal{M}_{+}^{1, \exp }=\left\{\sum_{k=0}^{\infty} a_{k} \delta_{k T}: a \in \ell^{1, \exp }(\mathbb{N})\right\}$. Such algebras have been popular in control theory at least since the introduction of the Callier-Desoer algebra [4]. In §9 we show that all results in Table 1 and many others hold for the corresponding exponential algebras as well.

Unfortunately, the real variants (for example, $\ell^{1}(\mathbb{N} ; \mathbb{R})$ and $\mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)$ ) of all "causal" complex algebras mentioned in the above paragraph have bsr $=2$. The reducible elements of $\mathrm{U}_{2}$ of these real algebras are characterized by the parity interlacing property (§10). This means that if $(f, g) \in \mathrm{U}_{2}(\mathcal{A})$, then there exists $h \in \mathcal{A}$ such that $f+h g$ is invertible iff $\widehat{f}$ has the same sign at each real zero of $\widehat{g}$. That this holds for $\mathcal{A}$ equal to $\mathcal{F}^{-1} A(\mathbb{D})_{\mathbb{R}}$ was shown in [41], but we show this, among others, for $\ell^{1}(\mathbb{N} ; \mathbb{R}), \mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)$ and for the corresponding exponential subalgebras; see $\S 10$. In control theory this reducibility is equivalent to $\widehat{g} / \widehat{f}$ being stabilizable by a stable controller (one can use $-\hat{h}$ ) [38].

The article is organized as follows. The notation is presented in $\S 2$. In $\S 3$ we recall a few results on general relations between stable ranks of Banach algebras. In $\S 4$ (and in $\S 7$ ) we establish corona theorems and other results with necessary and/or sufficient conditions for unimodularity in the algebras treated in this article.

The finite entries in Table 1, except those for algebras of the form $\mathcal{M}_{*}^{*}+\mathrm{L}_{*}^{1}$, are proved in §5. There we also prove fairly general stable rank results for subalgebras of $C\left(\mathbb{D}^{n}\right)$ and of $C\left(\mathbb{T}^{n}\right)$ and establish a powerful tool for constructing nonreducible unimodular continuous functions.

In $\S 6$ we show that $\operatorname{bsr} \mathcal{A} \geq\lfloor n / 2\rfloor+1$ whenever $\mathcal{A}$ is a subalgebra of $\mathcal{M}$ or of $\mathcal{M}_{\mathbb{R}}$ and $\mathcal{A}$ contains $\left(\mathcal{M}^{(n)}\right)_{\mathbb{R}}$. This implies all the $\mathrm{bsr}=\mathrm{tsr}=\infty$ results in Table 1 and answers the question posed by R. Mortini in [20].

In $\S 7$ we treat algebras of the form $\mathcal{M}_{*}^{*}+\mathrm{L}_{*}^{1}$ including those listed in Table 1.
In $\oint 8$ we study the stable ranks and coronas of $\ell^{1}(S)$ and of $\ell^{1}\left(S \cap \mathbb{R}_{+}\right)$, where $S$ is an additive subgroup of $\mathbb{R}$. Obviously, $\ell^{1}(S)$ is isomorphic to the algebra $\mathcal{M}^{(S)}$ of discrete measures on $S$. Naturally, also $\mathcal{M}^{(S)}+\mathrm{L}^{1}(\mathbb{R})$ and $\mathcal{M}^{S \cap \mathbb{R}_{+}}+\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)$are treated. As a corollary of the above, we obtain results for the algebra $\ell^{1}(E)$ (isomorphic to $\mathcal{M}^{(n)} \cap \mathcal{M}_{+}$), where $E:=\left\{\alpha \in \mathbb{Z}^{n}: \sum_{k=1}^{n} \alpha_{k} T_{k} \geq 0\right\}$; here $n$ and the $\mathbb{Q}$-independent $T_{1}, T_{2}, \ldots, T_{n}>0$ are
arbitrary. Also $\mathrm{AP}^{S}$ and $\mathrm{AP}_{+}^{S}$, the sup-norm-closures of $\mathcal{F} \mathcal{M}^{(S)}$ and $\mathcal{F} \mathcal{M}^{S \cap \mathbb{R}_{+}}$, are studied. For $\mathrm{AP}_{+}^{S}$ and $\mathcal{M}_{+}^{(S)}$, the corona theorems were given already in [24].

Stable ranks, unimodularity and other properties of "exponentially stable" measure, function or sequence algebras are studied in $\S 9$.

As mentioned below Theorem 1.2, the parity interlacing property and reducible coprime pairs in many real algebras are treated in $\S 10$. In Subsection 10.1 we explain the controltheoretic relevance of reducibility and stable ranks, in strong stabilization, simultaneous stabilization etc.

In Subsection 10.2 we explain when a fraction $g / f$, where $f, g \in \mathcal{A}, f \neq 0$, equals a coprime fraction $\tilde{g} / \tilde{f}$, where $(\tilde{f}, \tilde{g}) \in \mathrm{U}_{2}(\mathcal{A})$; in particular, we observe which of the algebras treated in this article are Bézout domains. Analogous results hold for matrix-valued functions too.

When treating a complex algebra we always treat also the corresponding real algebra of real-valued measures or sequences (or of real-symmetric functions (transformations)).

Acknowledgement: The authors would like to thank Raymond Mortini for giving us a proof of Lemma 3.9.(1).

## 2. Notation

In this section we present most of our notation and terminology (including $C(A ; B), \mathrm{L}^{1}$, $\ell^{1}, I, \mathcal{M}_{*}^{*}, *, \mathcal{F}, \mathrm{AP}, \mathrm{AP}_{+}$and "causal"). See
$\S 1$ for $\mathrm{U}_{n}, b \cdot a, \mathrm{bsr}, \mathrm{tsr},\lfloor n / 2\rfloor \leq n / 2, \ell^{1}, *, C\left(\mathbb{T}^{n}\right), A\left(\mathbb{D}^{n}\right),{ }_{\mathbb{R}}$ (including $\mathcal{A}_{\mathbb{R}},(\mathrm{AP})_{\mathbb{R}}$, $L^{1}\left(\mathbb{R}_{+}\right)_{\mathbb{R}}=L^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)$ etc. $)$, "ring", "unimodular", "reducible", "real-symmetric" and "coprime";
$\S 3$ for "algebra", "subalgebra", "topological algebra", "morphism", "full", and "ideal";
$\S 4$ for "maximal ideal space" $=" X(\mathcal{A})$ ", "corona", and "symmetrization";
$\S 5$ for $\bar{B}_{r}(a)$, "(topological) function algebra", and "Cayley transform".
$\S 8$ for $\mathcal{M}^{(S)}, \mathcal{M}_{+}^{(S)}, \mathcal{M}_{+}^{(n)}, \mathrm{AP}^{S}, \mathrm{AP}_{+}^{S}$ etc. and $\operatorname{dim}_{\mathbb{Q}} S$;
$\S 9$ for $\mathrm{A}^{\exp },\left(\mathcal{M}+\mathrm{L}^{1}\right)^{\exp }, \ell^{1, \exp }$ etc.
Note: we do not distinguish between row and column vectors.
Here we define some symbols.
$\mathbb{N}, \mathbb{Z}, \mathbb{Q} \quad \mathbb{N}:=\{0,1,2, \ldots\}, \mathbb{Z}:=\{\ldots,-2,-1,0,1,2, \ldots\}, \mathbb{Q}=\{$ rational numbers $\}$,
$\mathbb{K} \quad$ either $\mathbb{K}=\mathbb{C}$ or $\mathbb{K}=\mathbb{R}$,
$\mathbb{R}_{+} \quad[0, \infty)$,
$\mathbb{T}, \mathbb{D}, \mathbb{C}_{+} \mathbb{T}:=\{z \in \mathbb{C}:|z|=1\}, \mathbb{D}:=\{z \in \mathbb{C}:|z|<1\}, \mathbb{C}_{+}:=\{z \in \mathbb{C}: \operatorname{Re} z>0\}$.
$\mathcal{M}_{*}^{*} \quad$ some of the various measure algebras defined below.
$\mathcal{F},{ }^{\wedge} \quad$ the Laplace/Fourier or $Z$-transform (see later below).
$\delta_{a} \quad$ the unit mass at $a($ when $a \in \mathbb{R})$. Note that $\left(\delta_{a} * f\right)(t)=f(t-a)$.
$m_{k} \quad$ the $k$-dimensional Lebesgue measure $m$.
$z_{k} \quad$ the $k$ th coordinate of $z$ if, for example, $z \in \overline{\mathbb{D}}^{n}$ (then $z^{\alpha}:=z_{1}^{\alpha_{1}} z_{2}^{\alpha_{2}} \cdots z_{n}^{\alpha_{n}}$ for every $\alpha \in \mathbb{Z}^{n}$, and $\mathrm{e}^{t z}:=\left(\mathrm{e}^{t z_{1}}, \mathrm{e}^{t z_{2}}, \ldots, \mathrm{e}^{t z_{n}}\right) \in \mathbb{C}^{n}$ for every $t \in \mathbb{R}$, etc.).
$T_{k} \quad$ We assume that $T_{1}, T_{2}, T_{3}, \ldots \in(0, \infty)$ are fixed and linearly independent over $\mathbb{Q}$ (or equivalently, over $\mathbb{Z}$ ).
$T \quad T:=\left(T_{1}, T_{2}, \ldots, T_{n}\right)$ for some $n$. Sometimes $T=T_{1}>0($ when $n=1)$.
We use the notation $C(A ; B)$ for the set of continuous functions $A \rightarrow B$; and $C(A):=C(A ; \mathbb{C})$. Analogously, $\mathrm{L}^{1}(A):=\mathrm{L}^{1}(A ; \mathbb{C}), \ell^{1}(A):=\ell^{1}(A ; \mathbb{C})$. By $n$ and $k$ we denote arbitrary elements of $\{1,2,3, \ldots\}$ unless otherwise specified. By 1 we denote the unit element of an algebra and by $I:=\operatorname{diag}(1,1, \ldots, 1)$ the identity matrix. A polynomial means a (real or complex, depending on the context) linear combination of the functions $z^{n}(n \in \mathbb{N})$ or a $k$-tuple $\left(p_{1}, p_{2}, \ldots, p_{k}\right)$ of such polynomials (for any $k=1,2, \ldots$ ).

We will consider the following Banach algebras with the operations of addition and convolution (with $\delta_{0}$ as the unit element):
$\mathcal{M} \quad$ discrete (or atomic) measures on $\mathbb{R}$,

$$
f=\sum_{n \in \mathbb{Z}} a_{n} \delta_{t_{n}}, a=\left(a_{n}\right)_{n \in \mathbb{Z}} \in \ell^{1}(\mathbb{Z}), \cdots<t_{-1}<0=t_{0}<t_{1}<\ldots
$$

$\mathcal{M}_{+} \quad$ causal discrete measures,

$$
f=\sum_{n \in \mathbb{N}} a_{n} \delta_{t_{n}}, a \in \ell^{1}(\mathbb{N}), 0=t_{0}<t_{1}<t_{2}<\ldots
$$

$\mathbb{C} \delta_{0}+\mathrm{L}^{1} \quad$ absolutely continuous measures with identity,

$$
f=f_{\mathrm{a}}+a \delta_{0}, a \in \mathbb{C}, f_{\mathrm{a}} \in \mathrm{~L}^{1}(\mathbb{R})
$$

$\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1} \quad$ causal absolutely continuous with identity

$$
f=f_{\mathrm{a}}+a \delta_{0}, a \in \mathbb{C}, f_{\mathrm{a}} \in \mathrm{~L}^{1}\left(\mathbb{R}_{+}\right)
$$

$\mathcal{M}+\mathrm{L}^{1} \quad$ measures without continuous singular part

$$
f=f_{\mathrm{a}}+\sum_{n \in \mathbb{Z}} a_{n} \delta_{t_{n}}, f_{\mathrm{a}} \in \mathrm{~L}^{1}(\mathbb{R}), a \in \ell^{1}(\mathbb{Z}), \cdots<t_{-1}<0=t_{0}<t_{1}<\ldots
$$

$\mathcal{M}+\mathrm{L}^{1}$ is equipped with the norm $\|f\|:=\left\|f_{\mathrm{a}}\right\|_{\mathrm{L}^{1}(\mathbb{R})}+\|a\|_{\ell^{1}(\mathbb{Z})}$. The same norm is used for each of the above algebras and for the ones to follow. They are all closed subalgebras of $\mathcal{M}+\mathrm{L}^{1}$.
$\mathcal{M}_{+}+\mathrm{L}_{+}^{1} \quad$ causal measures without continuous singular part

$$
f=f_{\mathrm{a}}+\sum_{n \in \mathbb{N}} a_{n} \delta_{t_{n}}, f_{\mathrm{a}} \in \mathrm{~L}^{1}\left(\mathbb{R}_{+}\right), a \in \ell^{1}(\mathbb{N}), 0=t_{0}<t_{1}<t_{2}<\ldots
$$

In the following, let $T>0$.
$\mathcal{M}^{(1)} \quad$ periodic discrete measures,

$$
f=\sum_{n \in \mathbb{Z}} a_{n} \delta_{n T}, a \in \ell^{1}(\mathbb{Z})
$$

$\mathcal{M}_{+}^{\left(1^{+}\right)} \quad$ causal periodic discrete measures,

$$
f=\sum_{n \in \mathbb{N}} a_{n} \delta_{n T}, a \in \ell^{1}(\mathbb{N})
$$

$\mathcal{M}^{(1)}+\mathrm{L}^{1}$ absolutely continuous plus periodic discrete measures,

$$
f=f_{\mathrm{a}}+\sum_{n \in \mathbb{Z}} a_{n} \delta_{n T}, f_{\mathrm{a}} \in \mathrm{~L}^{1}(\mathbb{R}), a \in \ell^{1}(\mathbb{Z}), \cdots<0=t_{0}<t_{1}<\ldots
$$

$\mathcal{M}_{+}^{\left(1^{+}\right)}+\mathrm{L}_{+}^{1}$ the causal elements of $\mathcal{M}^{(1)}+\mathrm{L}^{1}$,

$$
f=f_{\mathrm{a}}+\sum_{n \in \mathbb{N}} a_{n} \delta_{n T}, f_{\mathrm{a}} \in \mathrm{~L}^{1}\left(\mathbb{R}_{+}\right), a \in \ell^{1}(\mathbb{N}), 0=t_{0}<t_{1}<t_{2}<\ldots
$$

$\mathcal{M}^{(n)}, \mathcal{M}_{+}^{\left(n^{+}\right)}$see below Remark 2.1.
$\mathcal{A}^{n} \quad$ The set of $n$-tuples $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ of the elements of $\mathcal{A}$, respectively. Naturally, $\mathcal{M}^{n}$ is an example of this.
If $\mathcal{M}_{*}^{*}$ denotes one of the classes above, then by $\mathcal{F} \mathcal{M}_{*}^{*}$ we denote the set of Laplace transforms of elements of $\mathcal{M}_{*}^{*}$, where

$$
(\mathcal{F} f)(s):=\widehat{f}(s):=\int_{\mathbb{R}} \mathrm{e}^{-s t} f(t) d t
$$

With the operations of pointwise addition and multiplication, and equipped with the same (coinduced) norm as $\mathcal{M}_{*}^{*}$, the set $\mathcal{F} \mathcal{M}_{*}^{*}$ becomes a Banach algebra that is isometrically isomorphic to $\mathcal{M}_{*}^{*}$; in particular, the stable ranks are the same. We recall that $\mathcal{F}(f * g)=\widehat{f} \widehat{g}$ for all $f, g \in \mathcal{M}+\mathrm{L}^{1}$ and that $\mathcal{F} \delta_{r}=\mathrm{e}^{-r .}(r \in \mathbb{R})$.

For $\ell^{1}(\mathbb{Z})$ or $\ell^{1}(\mathbb{N})$ the symbol $\mathcal{F}$ stands for the $Z$-transform:

$$
(\mathcal{F} a)(z):=\widehat{a}(z):=\sum_{k} a_{k} z^{k}
$$

Similarly, if $a \in \ell^{1}\left(\mathbb{Z}^{n}\right)$ (respectively, $\ell^{1}\left(\mathbb{N}^{n}\right)$ ), then

$$
\widehat{a}\left(z_{1}, \ldots, z_{n}\right):=\sum_{\left(k_{1}, \ldots, k_{n}\right) \in \mathbb{Z}^{n}} a_{k} z_{1}^{k_{1}} z_{2}^{k_{2}} \cdots z_{n}^{k_{n}}
$$

Observe that also here $\mathcal{F}(a * b)=\widehat{a} \widehat{b}$ on $\mathbb{T}^{n}$ (respectively, on $\overline{\mathbb{D}}^{n}$ ), where

$$
(a * b)_{k}:=\sum_{j \in \mathbb{Z}^{n}} a_{j} b_{k-j} \quad\left(k \in \mathbb{Z}^{n}\right)
$$

For $\mathcal{A}$ equal to $\mathcal{M}+\mathrm{L}^{1}$ (respectively, $\left.\mathcal{M}_{+}+\mathrm{L}_{+}^{1}, \ell^{1}\left(\mathbb{Z}^{n}\right), \ell^{1}\left(\mathbb{N}^{n}\right)\right)$ and $f \in \mathcal{A}$, the function $\widehat{f}$ is uniformly continuous on $i \mathbb{R}$ (respectively, $\overline{\mathbb{C}_{+}}, \mathbb{T}^{n}, \overline{\mathbb{D}}^{n}$ ) and $\sup |\widehat{f}| \leq\|f\|_{\mathcal{A}}$.

We identify $\mathcal{F}: \mathcal{A} \rightarrow \mathcal{F} \mathcal{A}$ with the corresponding function $\mathcal{F}: \mathcal{A}^{n} \rightarrow(\mathcal{F} \mathcal{A})^{n}$ (analogously for other operations and sets).
Remark 2.1. The algebras $\ell^{1}(\mathbb{N}), \ell^{1}(\mathbb{Z}), \ell^{1}\left(\mathbb{R}_{+}\right)$and $\ell^{1}(\mathbb{R})$ are isometrically isomorphic (as Banach algebras) to $\mathcal{M}_{+}^{\left(1^{+}\right)}, \mathcal{M}^{(1)}, \mathcal{M}_{+}$and $\mathcal{M}$, respectively. Similarly, $\ell^{1}\left(\mathbb{Z}^{n}\right) \approx \mathcal{M}^{(n)}$ and $\ell^{1}\left(\mathbb{N}^{n}\right) \approx \mathcal{M}_{+}^{\left(n^{+}\right)}$, as explained below. Analogous claims hold for the corresponding real-valued subsets (real Banach algebras): $\ell^{1}(\mathbb{N} ; \mathbb{R}) \approx\left(\mathcal{M}_{+}^{\left(1^{+}\right)}\right)_{\mathbb{R}}$, etc.

In the above isometries $a \in \ell^{1}(\mathbb{R})$ (or $\left.a \in \ell^{1}\left(\mathbb{R}_{+}\right)\right)$is identified with $\sum_{r \in \mathbb{R}} a_{r} \delta_{r} \in \mathcal{M}$ but $a \in \ell^{1}(\mathbb{Z})\left(\right.$ or $\left.a \in \ell^{1}(\mathbb{N})\right)$ with $\sum_{n \in \mathbb{Z}} a_{n} \delta_{n T} \in \mathcal{M}^{(1)}$.

Next we explain how the Banach algebras $\ell^{1}\left(\mathbb{N}^{n}\right)$ and $\ell^{1}\left(\mathbb{Z}^{n}\right)$ are isometrically isomorphic to the algebras $\mathcal{M}_{+}^{\left(n^{+}\right)}$and $\mathcal{M}^{(n)}$ of $n$ noncommensurate delays.

Let $n \in\{1,2,3, \ldots\}$. Let $T_{1}, T_{2}, T_{3}, \ldots>0$ be linearly independent over $\mathbb{Q}$. Then the smallest closed subalgebra $\mathcal{M}_{+}^{\left(n^{+}\right)}$of $\mathcal{M}$ containing $\delta_{T_{1}}, \delta_{T_{2}}, \ldots, \delta_{T_{n}}$ is obviously isometrically isomorphic to $\ell^{1}\left(\mathbb{N}^{n}\right)$ through

$$
\begin{equation*}
\ell^{1}\left(\mathbb{N}^{n}\right) \ni a \mapsto \sum_{\alpha \in \mathbb{N}^{n}} a_{\alpha} \delta_{T}^{\alpha} \tag{4}
\end{equation*}
$$

where $\delta_{T}^{\alpha}:=\delta_{T_{1}}^{\alpha_{1}} \delta_{T_{2}}^{\alpha_{2}} \cdots \delta_{T_{n}}^{\alpha_{n}}=\delta_{\alpha_{1} T_{1}+\alpha_{2} T_{2}+\cdots+\alpha_{n} T_{n}}=\delta_{\alpha \cdot T}$. Similarly, the smallest closed subalgebra $\mathcal{M}^{(n)}$ of $\mathcal{M}$ containing $\delta_{ \pm T_{1}}, \delta_{ \pm T_{2}}, \ldots, \delta_{ \pm T_{n}}$ is isometrically isomorphic to $\ell^{1}\left(\mathbb{Z}^{n}\right)$.

By AP (respectively, $\mathrm{AP}_{+}$) we denote the closure of $\mathcal{F} \mathcal{M}$ (respectively, $\mathcal{F} \mathcal{M}_{+}$) with respect to the supremum norm on the imaginary axis $i \mathbb{R}$. Note that AP is the algebra of almost periodic functions $i \mathbb{R} \rightarrow \mathbb{C}$ and that $\mathrm{AP}_{+}:=\mathrm{AP} \cap H^{\infty}$ consists of those elements that have a holomorphic extension to $\{z \in \mathbb{C}: \operatorname{Re} z \geq 0\}$.

A measure is called causal if its support lies on $\mathbb{R}_{+}$. An element of $\ell^{1}\left(\mathbb{Z}^{n}\right)$ is called causal if its support lies on $\mathbb{N}^{n}$. In these cases causality is obviously equivalent to the Laplace (respectively, $Z-$ ) transformation being holomorphic and bounded on $\mathbb{C}_{+}$(respectively, on
$\mathbb{D})$. Therefore, we often call also $A\left(\mathbb{D}^{n}\right)$ and $\mathrm{AP}_{+}\left(\right.$and $\ell^{1}\left(\mathbb{N}^{n}\right), \ell^{1}\left(\mathbb{R}_{+}\right), \mathcal{M}_{+}$etc.) causal algebras and $C\left(\mathbb{T}^{n}\right)$ and AP (and $\ell^{1}\left(\mathbb{Z}^{n}\right), \ell^{1}(\mathbb{R}), \mathcal{M}$ etc.) noncausal algebras.

If $a \in \mathcal{A}^{n}$ and $b \in \mathcal{A}$, then we often write $(a, b):=\left(a_{1}, \ldots, a_{n}, b\right) \in \mathcal{A}^{n+1}$. Thus, the condition $\operatorname{bsr} \mathcal{A} \leq n$ can be rewritten as "if $(a, b) \in \mathrm{U}_{n+1}(\mathcal{A})$ and $b \in \mathcal{A}$, then there exists $x \in \mathcal{A}^{n}$ such that $a+x b \in \mathrm{U}_{n}(\mathcal{A}) "$ (by Lemma 3.1).

## 3. Preliminaries on stable Ranks

We assume that every algebra (a real/complex vector space with a bilinear multiplication) is associative, and has a unit. We say that $\mathcal{A} \subset \mathcal{A}^{\prime}$ is a subalgebra of $\mathcal{A}^{\prime}$ if $\mathcal{A}$ and $\mathcal{A}^{\prime}$ are algebras (with same operations and scalar field) and have the same unit. A topological algebra means a topological vector space which is an algebra and where also the multiplication is continuous. Obviously, also the definition of tsr is meaningful for any topological algebra. A Banach algebra $\mathcal{A}$ is an algebra that is also a Banach space and satisfies $\|a b\| \leq\|a\|\|b\|(a, b \in \mathcal{A})$. An algebra morphism means a linear, multiplicative $(f(a b)=f(a) f(b))$ mapping.

We sometimes use without further mention the following lemma [37, Theorem 1] [23, p. 303]. It says that if either stable rank condition holds for some $n$, then it holds for every bigger $n$ too.

Lemma 3.1. Let $\mathcal{A}$ be a Banach algebra. If every $a \in \mathrm{U}_{n+1}(\mathcal{A})$ is reducible, then so is every $a \in \mathrm{U}_{n+2}(\mathcal{A})$. If $\mathrm{U}_{n}(\mathcal{A})$ is dense in $\mathcal{A}^{n}$, then $\mathrm{U}_{n+1}(\mathcal{A})$ is dense in $\mathcal{A}^{n+1}$.

We recall the following from [23].
Proposition 3.2. For every Banach algebra $\mathcal{A}$ we have $\operatorname{tsr} \mathcal{A} \geq \operatorname{bsr} \mathcal{A}$.
(If $\mathcal{A}$ is noncommutative, then one can define left and right tsr's and bsr's, but Proposition 3.2 holds for any of them.)

Many of our tsr results are constructive, and we sketch simpler constructive proofs for some special cases in the notes to $\S 5$. We remark that they all lead to constructive bsr results.

Remark 3.3. If $f, g, x, y \in \mathcal{A}$ are such that $x f+y g=1$, and $\operatorname{tsr} \mathcal{A}=1$, then there exists $w \in \mathrm{U}_{1}(\mathcal{A})$ so close to $x$ that $w f+y g \in \mathrm{U}_{1}(\mathcal{A})$, that is, that $f+h g \in \mathrm{U}_{1}(\mathcal{A})$, where $h:=w^{-1} y \in \mathcal{A}$. So any constructive $\operatorname{tsr} \mathcal{A}=1$ result is also a constructive bsr $\mathcal{A}=1$ result. Analogously, any constructive $\operatorname{tsr} \mathcal{A}=n$ result is also a constructive bsr $\mathcal{A}=n$ result, as one observes from the proof (in [23] or in [6]) of Proposition 3.2.

Note also that the tsr and bsr results are robust to small errors (in, e.g., $f, g, x, y, w$ and $h)$ in the sense described in Subsection 10.1.

In [8, p. 545] it is conjectured that $\operatorname{tsr} \mathcal{A} \leq 2 \operatorname{bsr} \mathcal{A}$ for every complex Banach algebra.
Lemma 3.4. If $\mathcal{A}$ is a Banach algebra, then $\mathrm{U}_{n}(\mathcal{A})$ is open.
Proof. Let $f \in \mathrm{U}_{n}(\mathcal{A})$ and $g \cdot f=1$ for some $g \in \mathcal{A}^{n}$. If $h \in \mathcal{A}^{n}$ is sufficiently close to $f$, then $g \cdot h$ is invertible and hence $h \in \mathrm{U}_{n}(\mathcal{A})$, because $(g \cdot h)^{-1} g \cdot h=1$.

If $\mathcal{A}$ is a subalgebra of a unital algebra $\mathcal{A}^{\prime}$ and every $\mathcal{A}^{\prime}$-invertible $a \in \mathcal{A}$ has $a^{-1} \in \mathcal{A}$, then $\mathcal{A}$ is called full. An equivalent condition is that $\mathrm{U}_{1}(\mathcal{A})=\mathcal{A} \cap \mathrm{U}_{1}\left(\mathcal{A}^{\prime}\right)$.

Lemma 3.5. If $\mathcal{A}$ is a dense and full subalgebra of a Banach algebra $\mathcal{A}^{\prime}$, then $\mathcal{A}^{n} \cap \mathrm{U}_{n}\left(\mathcal{A}^{\prime}\right)=$ $\mathrm{U}_{n}(\mathcal{A})(n \in\{1,2,3, \ldots\})$.

Proof. If $f \in \mathrm{U}_{n}(\mathcal{A})$, then $f \in \mathcal{A} \cap \mathrm{U}_{n}\left(\mathcal{A}^{\prime}\right)$, so assume that $f \in \mathcal{A} \cap \mathrm{U}_{n}\left(\mathcal{A}^{\prime}\right)$ and hence $g \cdot f=1$ for some $g \in\left(\mathcal{A}^{\prime}\right)^{n}$. Pick $h \in \mathcal{A}^{n}$ so close to $g$ that $h \cdot f$ is invertible (in $\mathcal{A}^{\prime}$, hence in $\mathcal{A}$ ). Then $(h \cdot f)^{-1} h \in \mathcal{A}$ and $(h \cdot f)^{-1} h \cdot f=1$, hence $f \in \mathrm{U}_{n}(\mathcal{A})$.

The following is a special case of [35, Theorem 2.2].
Lemma 3.6. If $\mathcal{A}$ is a dense and full subalgebra of a Banach algebra $\mathcal{A}^{\prime}$, then $\operatorname{bsr} \mathcal{A} \leq \operatorname{bsr} \mathcal{A}^{\prime}$.
(The fullness assumption can be weakened. Moreover, if $\mathcal{A}^{\prime}$ is complex and commutative, then $\operatorname{bsr} \mathcal{A}^{\prime} \leq \operatorname{bsr} \mathcal{A}+2$, by [8, Corollary 3.18]. Swan's open problem asks if bsr $\mathcal{A}^{\prime}=\operatorname{bsr} \mathcal{A}$.)

We quote the following from Badea [2, Proposition 4.12] (its proof applies in the real case as well).

Proposition 3.7. Let $\mathcal{A}$ and $\mathcal{A}^{\prime}$ be topological algebras and let $f: \mathcal{A} \rightarrow \mathcal{A}^{\prime}$ be a continuous algebra morphism with a dense image. Then $\operatorname{tsr} \mathcal{A} \geq \operatorname{tsr} \mathcal{A}^{\prime}$.

Corollary 3.8. Let $\mathcal{A}$ be a topological algebra and let $\mathcal{A}^{\prime}$ be a Banach algebra. If $f: \mathcal{A} \rightarrow \mathcal{A}^{\prime}$ is a continuous injective algebra morphism with dense and full image $f[\mathcal{A}] \subset \mathcal{A}^{\prime}$, then $\mathrm{tsr} \mathcal{A} \geq$ $\operatorname{tsr} \mathcal{A}^{\prime} \geq \operatorname{bsr} \mathcal{A}^{\prime} \geq \operatorname{bsr} \mathcal{A} ;$ if, in addition, $f^{-1}$ is continuous, then $\operatorname{tsr} \mathcal{A}=\operatorname{tsr} \mathcal{A}^{\prime}$.
(Much of this is given in [6, Theorem 3 and Corollary 3] and also the other results are known at least to some extent. Many of the claims actually hold for fairly general topological rings too.)

Proof. The chain of inequalities follows from Lemma 3.6 and Propositions 3.7 and 3.2. Assume then that $n:=\operatorname{tsr} \mathcal{A}^{\prime}<\infty, a \in f\left[\mathcal{A}^{n}\right]$ and $\epsilon>0$. Pick $a^{\prime} \in \mathrm{U}_{n}\left(\mathcal{A}^{\prime}\right)$ with $\left\|a-a^{\prime}\right\|<\epsilon / 2$ and then $b \in f[\mathcal{A}]^{n}$ such that $\left\|a^{\prime}-b\right\|<\epsilon / 2$ is so small that $b \in \mathrm{U}_{n}\left(\mathcal{A}^{\prime}\right)$. By Lemma 3.5, $b \in \mathrm{U}_{n}(f(\mathcal{A})]=f\left[\mathrm{U}_{n}(\mathcal{A})\right]$, so $\operatorname{tsr} f[\mathcal{A}] \leq n$. If $f^{-1}$ is continuous, then $\operatorname{tsr} \mathcal{A}=\operatorname{tsr} f[\mathcal{A}]$.

Note that $\mathcal{M}+L^{1}$ and its subalgebras are complex and commutative. We also have

$$
\mathcal{M} * \mathrm{~L}^{1}(\mathbb{R}) \subset \mathrm{L}^{1}(\mathbb{R}) \text { and } \mathcal{M}_{+} * \mathrm{~L}^{1}\left(\mathbb{R}_{+}\right) \subset \mathrm{L}^{1}\left(\mathbb{R}_{+}\right)
$$

(these facts will be used without further mention). In fact $\mathrm{L}^{1}(\mathbb{R})$ is an closed 2 -sided ideal of $\mathcal{M}+\mathrm{L}^{1}(\mathbb{R})$. Recall that a subgroup $(J,+)$ is a 2 -sided ideal of a ring $R$ if $J R=R J=J$. Since the quotient algebra $\left(\mathcal{M}+\mathrm{L}^{1}\right) / \mathrm{L}^{1}$ is isometrically isomorphic to $\mathbb{C} \delta_{0}+\mathrm{L}^{1}$, the following lemma says that, for example, $\operatorname{bsr}\left(\mathcal{M}+\mathrm{L}^{1}\right) \geq \operatorname{bsr}\left(\mathbb{C} \delta_{0}+\mathrm{L}^{1}\right)$.

Lemma 3.9. Let $\mathcal{A}$ be a commutative $\mathbb{K}$-Banach algebra and let $J$ be an ideal of $\mathcal{A}$ with $\mathbb{K} J \subset J$.
(1) We have $\operatorname{bsr} \mathcal{A} \geq \max \{\operatorname{bsr} \mathcal{A} / J, \operatorname{bsr}(\mathbb{K} 1+J)\}$.
(2) If $J$ is closed, then $\operatorname{tsr} \mathcal{A} \geq \operatorname{tsr} \mathcal{A} / J$.

Proof. (1) The inequality $\operatorname{bsr} \mathcal{A} \geq \operatorname{bsr} \mathcal{A} / J$ is from [37, Theorem 4]. The inequality $\operatorname{bsr} \mathcal{A} \geq \operatorname{bsr}(\mathbb{K} 1+J)$ was proved by Raymond Mortini, and we include his proof here:

To this end, suppose that $\mathcal{A}$ has the stable rank $n$. We want to show that $\mathbb{K} 1+J$ has stable rank less than or equal to $n$. Let $\left(f_{1}, \cdots, f_{n}, h\right)$ be an invertible tuple in $\mathbb{K} 1+J$. Consider the following two possible cases:
$1^{\circ}$ If $f_{j_{0}}=a+F$ for some $F \in J$ and $a \in \mathbb{K}, a \neq 0$, then $I:=\left(f_{1}, \cdots, f_{n}, F h\right)$ is also an invertible tuple in $\mathbb{K} 1+J$. In fact, suppose that the ideal $I$ is contained in a maximal ideal $M$ of $\mathbb{K} 1+J$. Since $M$ is prime, either $F$ or $h$ is in $M$. But,
by our hypothesis, $h$ can't be in $M$; so $F$ is in $M$. But then $a=f_{j_{0}}-F \in M$; a contradiction.
Since $\mathcal{A}$ has the stable rank $n$, there exist $x_{j} \in A$ such that $\left(f_{1}+x_{1} F h, \cdots, f_{n}+\right.$ $\left.x_{n} F h\right)$ is an invertible tuple in $\mathcal{A}^{n}$. But $x_{j} F \in J \subset \mathbb{K} 1+J$; hence the tuple $\left(f_{1}, \cdots, f_{n}, h\right)$ is reducible in $\mathbb{K} 1+J$.
$2^{\circ}$ If all the $f_{j}$ are in $J$, then necessarily $h \notin J$. Hence $\left(f_{1}+h, f_{2}, \cdots, f_{n}, h\right)$ is an invertible tuple in $(\mathbb{K} 1+J)^{n+1}$. Note that $f_{1}+h \notin J$; so we have the situation of the first case (for $j_{0}=1$ ). Thus there are $y_{j} \in \mathbb{K} 1+J$ such that $\left(f_{1}+h+y_{1} h, f_{2}+y_{2} h, \cdots, f_{n}+y_{n} h\right)=\left(f_{1}+\left(y_{1}+1\right) h, f_{2}+y_{2} h, \cdots, f_{n}+y_{n} h\right)$ is an invertible tuple in $(\mathbb{K} 1+J)^{n}$. Hence $\left(f_{1}, \cdots, f_{n}, h\right)$ is reducible in $\mathbb{K} 1+J$. This completes the proof.
(2) This is proved in [23, Theorem 4.3].

Next we observe that if $(a, b) \in \mathrm{U}_{2}$, then $(a+c b, b) \in \mathrm{U}_{2}$, and if $(a+c b, b)$ is reducible, then so is $(a, b)$.

Lemma 3.10. Let $\mathcal{A}$ be a ring. Let $a \in \mathcal{A}^{n}$ and $b \in \mathcal{A}$ be"coprime", that is, $(a, b) \in \mathrm{U}_{n+1}(\mathcal{A})$. Let $c \in \mathcal{A}^{n}$ and $w \in \mathrm{U}_{1}(\mathcal{A})$. Then $(a+c b, b) \in \mathrm{U}_{n+1}$ and $(w a, b) \in \mathrm{U}_{n+1}$. If $\left(w^{-1}(a+c b), b\right)$ is reducible, then so is $(a, b)$.
(Above $w$ and $w^{-1}$ are interchangeable if $\mathcal{A}$ is commutative.)
Proof. If $x \cdot a+y \cdot b=1$, then $x \cdot(a+c b)+(y-x \cdot c) b=1$ and $x w^{-1} \cdot(w a)+y \cdot b=1$. If $w^{-1}(a+c b)+h b \in \mathrm{U}_{n}$, then $\mathrm{U}_{n} \ni(a+c b)+w h b=a+(c+w h) b$.

## 4. Unimodularity in our algebras

In this section we present corona theorems and other results on unimodularity. Further similar results are presented in $\S 7$.

First we note that a unimodular measure in some $\mathcal{M}_{*}^{*}$ algebra has a unimodular discrete part.

Lemma 4.1. Let $\mathcal{A}$ be equal to $\mathcal{M}+\mathrm{L}^{1}$ or $\mathcal{M}_{+}+\mathrm{L}_{+}^{1}$. If $\mu+f \in \mathrm{U}_{n}(\mathcal{A})$ (with $f \in\left(\mathrm{~L}^{1}\right)^{n}$ and $\left.\mu \in \mathcal{M}^{n}\right)$, then $\mu \in \mathrm{U}_{n}(\mathcal{A})$.
Proof. Assume that $1=(\nu+g) *(\mu+f)=\nu * \mu+h$ (where $a * b:=\sum_{k=1}^{n} a_{k} * b_{k}$ ), where $h:=\nu * f+g * \mu+f * g \in \mathrm{~L}^{1}$, hence $h=0$ and $\nu * \mu=1$.

In the above proof we showed that the discrete part $\nu$ of the inverse of $\mu+f$ is a left inverse of $\mu$. In Lemma 7.1 we shall establish the nontrivial converse: if $\nu$ is any left inverse of $\mu$, then there exists $g \in \mathrm{~L}^{1}$ such that $\nu+g$ is a left inverse of $\mu+f$.

If $\mathcal{A}$ is complex and commutative, then by $X(\mathcal{A})$ we denote the maximal ideal space of $\mathcal{A}$, that is, the set of nonzero homomorphisms $\mathcal{A} \rightarrow \mathbb{C}$ with weak* topology. Recall that $X(\mathcal{A}) \subset \mathcal{A}^{*}$ and that $\|\Lambda\|=1$ for every $\Lambda \in X(\mathcal{A})[27]$.

It is well known that $f \in \mathcal{A}^{n}$ is in $\mathrm{U}_{n}(\mathcal{A})$ iff $\Lambda f \neq 0 \forall \Lambda \in X(\mathcal{A})$, that is, iff $\epsilon:=$ $\inf _{\Lambda \in X(\mathcal{A})}|\Lambda f|>0$. For the latter condition, $X(\mathcal{A})$ can obviously be replaced by a dense subset. We state here also the converse (which is essentially proved on [11, pp. 202-203]).

Lemma $4.2(X(\mathcal{A}))$. Assume that $\mathcal{A}$ is a complex commutative Banach algebra. Let $X_{0} \subset$ $X(\mathcal{A})$. Then the following are equivalent.
(i) $X_{0}$ is dense in $X(\mathcal{A})$.
(ii) Given any $n \geq 1$ and $f \in \mathcal{A}$, we have $f \in \mathrm{U}_{n}(\mathcal{A})$ iff there exists $\epsilon>0$ such that $\left|\Lambda f_{1}\right|+\cdots+\left|\Lambda f_{n}\right| \geq \epsilon$ for every $\Lambda \in X_{0}$.
The set $X(\mathcal{A}) \backslash \overline{X_{0}}$ is called the "corona" of the maximal ideal space. A "corona theorem" states that the corona is empty, that is, it is a special case of Lemma 4.2. In Theorem 4.3 below we present below corona theorems (or dense subsets of maximal ideal spaces) for most algebras used in this article.

This theorem shows that the point evaluations of the Fourier or $Z$-transform of a measure or $\ell^{1}$ function, respectively, form a dense subset of the maximal ideal case in the cases treated in (a) and the whole maximal ideal space in (b).

Theorem 4.3 (Corona Theorem). Let $n, k \in\{1,2, \cdots\}$.
(a1) Let $\mathcal{A}$ be any one of $\mathcal{M}+\mathrm{L}^{1}, \mathcal{M}^{(1)}+\mathrm{L}^{1}, \mathcal{M}, \mathcal{M}^{(1)}$, $\mathbb{C} \delta_{0}+\mathrm{L}^{1}$ and $\mathcal{F}^{-1} \mathrm{AP}$. Then $f \in \mathcal{F} \mathcal{A}^{n}$ is unimodular $\left(f \in \mathrm{U}_{n}(\mathcal{F} \mathcal{A})\right)$ iff there exists $\epsilon>0$ such that $|f(z)| \geq \epsilon$ for every $z \in i \mathbb{R}$.
(a2) Part (a1) above also holds if we replace $\mathcal{A}$ by $\mathcal{A}_{+}$(respectively, by $\mathcal{M}^{(n)}$ ) and i $\mathbb{R}$ by $\mathbb{C}_{+}$(respectively, by $i \mathbb{R}$ ).
(b) Let $\mathcal{A}$ stand for the algebra $\mathcal{M}^{(1)}$ (respectively, $\mathcal{M}_{+}^{\left(1^{+}\right)}, \mathbb{C} \delta_{0}+\mathrm{L}^{1}, \mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}, \ell^{1}\left(\mathbb{Z}^{k}\right)$, $\ell^{1}\left(\mathbb{N}^{k}\right), C\left(\mathbb{T}^{k}\right), A\left(\mathbb{D}^{k}\right)$ ). Then $f \in \mathcal{F} \mathcal{A}^{n}$ is unimodular iff $f(z) \neq 0$ for every $z$ in $i \mathbb{R} \cup\{\infty\}$ (respectively, $\overline{\mathbb{C}_{+}} \cup\{\infty\}, i \mathbb{R} \cup\{\infty\}, \overline{\mathbb{C}_{+}} \cup\{\infty\}, \mathbb{T}^{k}, \overline{\mathbb{D}}^{k}, \mathbb{T}^{k}, \overline{\mathbb{D}}^{k}$ ).
(Here $|\cdot|$ denotes any norm on $\mathbb{C}^{n}$, and " $f(z) \neq 0$ " means that " $f(z) \neq(0,0, \ldots, 0)$ ". Naturally, by $\left(\mathcal{M}+\mathrm{L}^{1}\right)^{+}$we refer to $\mathcal{M}_{+}+\mathrm{L}_{+}^{1}$, etc. We have $\mathcal{M}^{(n)}$ in (a2), because $\mathcal{M}_{+}^{(n)}$ will not be defined before $\S 8$.)

Proof. We first prove (b):
$1^{\circ}$ The maximal ideal spaces of $\mathbb{C} \delta_{0}+\mathrm{L}^{1}, \mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}, \ell^{1}\left(\mathbb{Z}^{k}\right), \ell^{1}\left(\mathbb{N}^{k}\right), C\left(\mathbb{T}^{n}\right)$ and $A\left(\mathbb{D}^{n}\right)$ equal the sets mentioned in (b), by [13, pp. 107 and 112] and [27, p. 271] (or [38, pp. 338-339]). This proves (b) for those classes, by Lemma 4.2.
$2^{\circ}$ The algebras $\mathcal{M}^{(1)}$ and $\mathcal{M}_{+}^{\left(1^{+}\right)}:$We reduce these to $\ell^{1}(\mathbb{Z})$ and to $\ell^{1}(\mathbb{N})$, respectively. We have $\widehat{g}(s):=\sum_{n} a_{n} \exp (-n T s)=\sum_{n} a_{n} z^{n}=\widehat{a}(z)$, where $z=\exp (-T s)$; this mapping $g \mapsto a \in \ell^{1}$ is an isometric isomorphism. If the components of $f$ are of this form, say $\widehat{f}_{k}(s)=\widehat{b}_{k}(z)$ for $k=1, \ldots, n$, then we have $|\widehat{f}(s)|=|\widehat{b}(z)|$ (for any $s$ with $z:=\exp (-T s)$ ), so then $|\widehat{f}| \geq \epsilon$ on $i \mathbb{R}$ (respectively, on $\mathbb{C}_{+}$) iff $|\widehat{b}| \geq \epsilon$ on $\mathbb{T}$ (respectively, on $\mathbb{D}$ ). By $1^{\circ}$, an equivalent condition is that $b \in \mathrm{U}_{n}\left(\ell^{1}(\mathbb{Z})\right.$ ) (respectively, $b \in \mathrm{U}_{n}\left(\ell^{1}(\mathbb{N})\right)$, which in turn holds iff $f \in \mathrm{U}_{n}\left(\mathcal{M}^{(1)}\right)$ (respectively, $f \in \mathrm{U}_{n}\left(\mathcal{M}_{+}^{\left(1^{+}\right)}\right)$), by the isomorphism.
(a) For the classes mentioned in (b) the equivalence follows by continuity and compactness. For the others it suffices to show that $i \mathbb{R}$ (respectively, $\mathbb{C}_{+}$) is dense in the maximal ideal space of $\mathcal{A}$ (respectively, of $\mathcal{A}_{+}$), by Lemma 4.2.
$1^{\circ}$ The algebras $\mathcal{M}+\mathrm{L}^{1}, \mathcal{M}_{+}+\mathrm{L}_{+}^{1}, \mathcal{M}_{+}, \mathrm{AP}, \mathrm{AP}_{+}$: The proofs for density can be found from the following references: $\mathcal{M}+\mathrm{L}^{1}$ in [15, Theorem 4.20.4], $\mathcal{M}_{+}+\mathrm{L}_{+}^{1}$ in $[38$, p . 342], AP in [12], and $\mathrm{AP}_{+}$and $\mathcal{M}_{+}$in [24].
$2^{\circ}$ The algebra $\mathcal{M}$ : If $f \in \mathcal{F}(\mathcal{M})^{n}$ satisfies $|f| \geq \epsilon>0$ on $i \mathbb{R}$, then $g \cdot f=1$ for some $g \in \mathcal{F}\left(\mathcal{M}+\mathrm{L}^{1}\right)$. Obviously, the discrete part of $g$ is a left inverse of $f$.
$3^{\circ}$ The algebras $\mathcal{M}^{(1)}+\mathrm{L}^{1}$ and $\mathcal{M}_{+}^{\left(1^{+}\right)}+\mathrm{L}_{+}^{1}$ : From Lemma 4.1 and Proposition 8.2 (whose proof is self-contained) we conclude that if $\mu, \nu \in \mathcal{M}^{n}, f, g \in \mathrm{~L}^{1}(\mathbb{R})^{n}$ and $(\nu+g) \cdot(\mu+f)=\delta_{0}$, then $\left(\nu_{S}+g\right) \cdot(\mu+f)=\delta_{0}$ (where $\left.S=\mathbb{Z}\right)$. Thus, the result for $\mathcal{M}^{(1)}+\mathrm{L}^{1}$ follows from that for $\mathcal{M}+\mathrm{L}^{1}$. Analogously, the result for $\mathcal{M}_{+}^{\left(1^{+}\right)}+\mathrm{L}_{+}^{1}$ follows from that for $\mathcal{M}_{+}+\mathrm{L}_{+}^{1}$.
$4^{\circ}$ The algebra $\mathcal{M}^{(n)}$ : The proof is similar to $3^{\circ}$ above.
(Part of our proofs are from [19, Theorem 4.1.6], which contains further results.)
For further algebras of the form $\mathcal{A} \subset \mathcal{M}$ or $\mathcal{A}+\mathrm{L}_{*}^{1}$, corona theorems are given in Lemma 7.3 and in Corollary 7.4. (For $\mathcal{A}$ equal to $\mathcal{M}^{(S)}, \mathcal{M}_{+}^{(S)}$ or $\mathcal{M}_{+}^{(n)}$, see Proposition 8.2, where also $\ell^{1}(S)$ and $\ell^{1}\left(S \cap \mathbb{R}_{+}\right)$are covered.) Theorem 4.5 (respectively, 9.3 ) is the analogous corona theorem for real-valued (respectively, for "exponentially stable") measures or sequences. For $\mathrm{AP}^{S} \subset \mathrm{AP}$ and $\mathrm{AP}_{+}^{S} \subset \mathrm{AP}_{+}$, corona theorems are given in Corollary 8.3. For $\ell^{1}(\mathbb{R}), \ell^{1}\left(\mathbb{R}_{+}\right)$ or $\mathcal{M}_{+}^{\left(n^{+}\right)}$, use Remark 2.1.

We note that if $\mathcal{A} \subset \mathcal{M}+\mathrm{L}^{1}$, then $\mathcal{A}_{\mathbb{R}}$ equals the subset of real-valued elements of $\mathcal{A}$ (the elements $f_{\mathrm{a}}+\sum_{n} a_{n} \delta_{t_{n}} \in \mathcal{A}$ for which $f_{\mathrm{a}}$ is real-valued and $\left.a_{n} \in \mathbb{R} \forall n\right)$. Equivalently, then $\mathcal{A}_{\mathbb{R}}=\{\mu \in \mathcal{A}: \widehat{\mu}(\bar{z})=\overline{\widehat{\mu}(z)} \forall z\}=\mathcal{A} \cap\left(\mathcal{M}+\mathrm{L}^{1}\right)_{\mathbb{R}}$.

The elements of these and our other algebras can be made real-valued or real-symmetric by symmetrization.
Lemma 4.4 (symmetrization). If $\mu \in \mathcal{M}+\mathrm{L}^{1}$, then $\operatorname{Re} \mu=(\mu+\bar{\mu}) / 2 \in\left(\mathcal{M}+\mathrm{L}^{1}\right)_{\mathbb{R}}$. Moreover, $\hat{\bar{\mu}}(s)=\overline{\widehat{\mu}(\bar{s})}$ for all $s \in i \mathbb{R}$ (in fact for all $s \in \mathbb{C}_{+}$if $\mu \in \mathcal{M}_{+}+\mathrm{L}_{+}^{1}$ ).

Let $\mathcal{A}$ stand for any of the algebras mentioned in Theorem 4.3. If $f \in \mathcal{F} \mathcal{A}$, then $f_{R}:=$ $(f+\overline{f(\cdot)}) / 2 \in \mathcal{F} \mathcal{A}_{\mathbb{R}}$, and $\left\|f_{R}\right\|_{\infty} \leq\|f\|_{\infty}$. If $f, g \in \mathcal{F} \mathcal{A}^{n}, g \cdot f=1$ and $f \in \mathcal{F} \mathcal{A}_{\mathbb{R}}^{n}$, then $g_{R} \in \mathcal{F} \mathcal{A}_{\mathbb{R}}^{n}$ and $g_{R} \cdot f=1$.
Proof. Most of this is obvious. For the last claim, set $g_{c}(z):=\overline{g(\bar{z})}, g_{R}:=\left(g+g_{c}\right) / 2$. Then $f_{c}=f=f_{R}$, hence

$$
g_{R} \cdot f=\frac{g+g_{c}}{2} \cdot f=\frac{g \cdot f+g_{c} \cdot f_{c}}{2}=\frac{1+1_{c}}{2}=1
$$

This makes it easy to extend Theorem 4.3 to the real algebras.
Theorem 4.5 (Real Corona Theorem). Theorem 4.3 holds even if we replace $\mathcal{A}$ by $\mathcal{A}_{\mathbb{R}}$ (in the "iff" claims). Thus $\mathrm{U}_{n}\left(\mathcal{A}_{\mathbb{R}}\right)=\mathcal{A}_{\mathbb{R}}^{n} \cap \mathrm{U}_{n}(\mathcal{A})$.
Proof. By the last claim of Lemma 4.4, we have $\mathcal{A}_{\mathbb{R}}^{n} \cap \mathrm{U}_{n}(\mathcal{A}) \subset \mathrm{U}_{n}\left(\mathcal{A}_{\mathbb{R}}\right)$. The converse is trivial. The former claim of Theorem 4.5 follows from the latter and Theorem 4.3.
5. Finitely many generators: $\mathcal{M}^{(n)}, \ell^{1}\left(\mathbb{N}^{n}\right), A\left(\mathbb{D}^{n}\right), C\left(\mathbb{T}^{n}\right), \ldots$

In this section we study $\mathcal{M}_{+}^{\left(n^{+}\right)}, \ell^{1}\left(\mathbb{Z}^{n}\right), A\left(\mathbb{D}^{n}\right), C\left(\mathbb{T}^{n}\right)$ and other finitely generated algebras (and the corresponding real algebras). In the technical Subsection 5.1 we construct some examples of nonreducible elements of $\mathrm{U}_{n}$. In Subsection 5.2 we compute the stable ranks of many algebras, partially based on the examples in Subsection 5.1.

For the causal real algebras studied here we have $\mathrm{bsr} \geq 2$. However, in many of them a (coprime) pair $(f, g) \in \mathrm{U}_{2}$ is reducible iff it has the "parity interlacing property", as we shall see in $\S 10$.
5.1. Nonreducible unimodular vectors. In this subsection we present examples that will be used to prove most of our results of the form "bsr $\geq$ ". We start with an auxiliary result followed by a powerful tool for constructing nonreducible functions.

In the following lemma we observe that the identity function on a nice set $E \subset \mathbb{R}^{n}$ can be continuously extended to $\mathbb{R}^{n}$ so that its values remain in $\bar{E}$.

Lemma 5.1. Let $E \subset \mathbb{R}^{n}$ be convex, open and bounded. Then there exists $b \in C\left(\mathbb{R}^{n} ; \bar{E}\right)$ such that $b(x)=x(x \in E)$.

Proof. Without loss of generality, we can assume that $0 \in E$. By [16, p. 82], the Minkowski functional $N(x):=\inf \{t>0: x / t \in E\}$ is a norm on $\mathbb{R}^{n}$. Because every norm on $\mathbb{R}^{n}$ is continuous, the function $b^{\prime}(x):=x / N(x)$ is a continuous function $\mathbb{R}^{n} \backslash\{0\} \rightarrow \partial E$; obviously, $b^{\prime}(x) \in \partial E\left(x \in \mathbb{R}^{n} \backslash\{0\}\right)$. It is a simple exercise to show that $b^{\prime}(x)=x(x \in \partial E)$. Let $b(x)=x$ for $x \in E$ and $b(x):=b^{\prime}(x)$ elsewhere.

A standard tool in many stable rank proofs in the literature is Brouwer's fixed point principle [28] or the stability of the origin for the identity mapping on $\mathbb{R}^{n}$ [37]. We now formulate this method explicitly and extend it by allowing the "boundary function" $F$ below to be nonzero. Recall that $\mathbb{K}=\mathbb{R}$ or $\mathbb{K}=\mathbb{C}$, and that $E^{\circ}$ denotes the interior of $E$.

Lemma 5.2. Let $E \subset \mathbb{K}^{n}$ be compact, $f_{j}, g \in C(E ; \mathbb{K})(j \leq n)$ and $g(x)=0(x \in \partial E)$. Set $f=\left(f_{1}, \ldots, f_{n}\right)$. If the function $F(x):=x-f(x)(x \in \partial E)$ has an extension $F \in$ $C\left(\mathbb{K}^{n} \backslash E^{\circ} ; E\right)$, then for every $h \in C\left(E ; \mathbb{K}^{n}\right)$ there exists $x \in E$ such that $(f+g h)(x)=0$.

For this continuous extendibility of $F$, a sufficient condition is obviously that $\left.F\right|_{\partial E}$ is a constant that belongs to $E$. A necessary condition is that $F[\partial E] \subset E$; this condition is also sufficient if there exists a retraction $b: \mathbb{K}^{n} \backslash E^{\circ} \rightarrow \partial E$ (this means that $b$ is continuous and $b(x)=x$ for every $x \in \partial E)$.

By Lemma 5.1, the retraction exists if $E$ is the closure of a convex, open and bounded set.
Proof. Define

$$
G(x):= \begin{cases}x-f(x)-g(x) h(x), & \text { if } x \in E  \tag{5}\\ F(x), & \text { if } x \notin E\end{cases}
$$

Since $g=0$ on $\partial E$, we have $F=G$ on $\partial E$, and so $G \in C\left(\mathbb{K}^{n} ; \mathbb{K}^{n}\right)$. $G$ is bounded since $E$ is compact. By Brouwer's fixed point theorem (Lemma A.3), there exists $x \in \mathbb{K}^{n}$ such that $G(x)=x$. But if $x \notin E$, then $x=G(x)=F(x) \in E$, a contradiction. So we must have $x \in E$. Consequently, $x=G(x)=x-(f+g h)(x)$, that is, $(f+g h)(x)=0$.

The second paragraph is straightforward (for example, $F \circ b$ is an extension of $F$ if $b$ is a retraction).

If $a \in \mathbb{R}^{n}$, then $\bar{B}_{r}(a):=\left\{x \in \mathbb{R}^{n}:|x-a| \leq r\right\} \subset \mathbb{R}^{n} \subset \mathbb{C}^{n}$. We now give a "unimodular" real-coefficient polynomial $(f, g): \mathbb{C}^{n} \rightarrow \mathbb{C}^{n+1}$ that is not reducible in any subalgebra of $C\left(\mathbb{D}^{n}\right)_{\mathbb{R}}$.

Corollary 5.3. Let $0 \neq n \in \mathbb{N}$, $a \in \mathbb{R}^{n}$ and $r>0$. Define the real-coefficient polynomials $g, f_{j} \in C\left(\mathbb{C}^{n} ; \mathbb{C}\right)_{\mathbb{R}}$ by

$$
\begin{equation*}
g(z):=r^{2}-\sum_{j=1}^{n}\left(z_{j}-a_{j}\right)^{2}, \quad f_{j}(z):=z_{j}-a_{j}\left(j=1, \ldots, n, z \in \mathbb{C}^{n}\right) \tag{6}
\end{equation*}
$$

If $h \in C\left(\bar{B}_{r}(a) ; \mathbb{R}^{n}\right)$, then $(f+g h)(x)=0$ for some $x \in \bar{B}_{r}(a)$. Moreover, $(f, g): \mathbb{C}^{n} \rightarrow \mathbb{C}^{n+1}$ has no zeros and $f_{1} f_{1}+f_{2} f_{2}+\cdots+f_{n} f_{n}+r^{-2} g=1$.

Note that if $a_{j}=1 / 2 \forall j, r=1 / 3$, then $E:=\bar{B}_{r}(a) \subset[1 / 6,5 / 6]^{n}$, hence then for every $h \in C\left(\mathbb{D}^{n}\right)_{\mathbb{R}}^{n}$ there exists $x \in E \subset \mathbb{D}^{n}$ such that $(f+h g)(x)=0$.

This follows from Lemma 5.2 with $\mathbb{K}:=\mathbb{R}, E:=\bar{B}_{r}(a) \subset \mathbb{K}^{n}$, because here $x-f(x)=a \in$ $E(x \in \partial E)$.

All typical algebras of real-symmetric functions on $\mathbb{D}^{n}$ have $\mathrm{bsr} \geq n+1$.
Corollary 5.4. Let $\mathcal{A}$ be a subalgebra of $C\left(\mathbb{D}^{n}\right)_{\mathbb{R}}$. If $\mathcal{A}$ contains the polynomials, then $\operatorname{bsr} \mathcal{A} \geq$ $n+1$.

Indeed, now with $f, g$ from Corollary 5.3 we have $(f, g) \in \mathrm{U}_{n+1}(\mathcal{A})$ but $f+h g \notin \mathrm{U}_{n}(\mathcal{A})$ for every $h \in \mathcal{A}^{n}$.

A converse is given in Theorem 5.16.
By a function algebra we mean an algebra of functions with the standard operations $(f g)(z):=f(z) g(z),(f+g)(z)=f(z)+g(z),(\alpha f)(z):=\alpha f(z)$. A topological function algebra means a topological algebra that is a function algebra.

Corollary 5.5. Let $E \subset \mathbb{R}^{n}$ have a nonempty interior. Assume that $\mathcal{A} \subset C(E ; \mathbb{R})$ is a function algebra, and that $\mathcal{A}$ contains the polynomials. Then $\operatorname{bsr} \mathcal{A} \geq n+1$.

Indeed, the $f$ and $g$ defined by (6) satisfy $(f, g) \in \mathrm{U}_{n+1}(\mathcal{A})$ and $(f, g)$ is not reducible.
We note that in [37] it was shown that $\operatorname{bsr} \mathcal{A} \geq n+1$ and $\operatorname{bsr} C(E ; \mathbb{R})=n+1$ also if, for example, $E$ is any topological space with $d(E)=n$ and $\mathcal{A}$ is a dense subring of the set of bounded real-valued continuous functions on $E$.

The three above corollaries are useful for real algebras only, so next we construct fairly elementary elements of $C\left(\mathbb{T}^{m} ; \mathbb{C}\right)$ that are not reducible. These will also be used in certain proofs later on.

Corollary 5.6. Let $0 \neq n \in \mathbb{N}, r \in(0,1)$. Set $\mathbb{T}_{r}:=\left\{\mathrm{e}^{i t}: t \in[-r, \pi / 2+r]\right\} \subset \mathbb{T}$. Define $g, f_{j} \in C\left(\mathbb{T}^{2 n} ; \mathbb{C}\right)_{\mathbb{R}} b y$

$$
\begin{align*}
f_{j}(z) & :=\left[z_{2 j-1}+z_{2 j-1}^{-1}+z_{2 j}-z_{2 j}^{-1}\right] / 2=\operatorname{Re} z_{2 j-1}+i \operatorname{Im} z_{2 j} \\
g(z) & :=r^{2}-|f(z)|^{2}=r^{2}-\sum_{j=1}^{n} f_{j}(z) f_{j}(\bar{z}) \tag{7}
\end{align*}
$$

$\left(j=1, \ldots, n, z \in \mathbb{T}^{n}\right)$. If $h \in C\left(\mathbb{T}_{r}^{2 n} ; \mathbb{C}^{n}\right)$, then $(f+g h)(z)=0$ for some $z \in \mathbb{T}_{r}^{2 n}$. Moreover, $(f, g): \mathbb{T}^{2 n} \rightarrow \mathbb{C}^{n+1}$ has no zeros, and $f_{1} f_{1}+f_{2} f_{2}+\cdots+f_{n} f_{n}+r^{-2} g=1$.
Proof. Note that $f$ and $g$ are real-coefficient polynomials in $z_{j}$ and $\bar{z}_{j}=z_{j}^{-1}(j \leq 2 n)$, and that so is $\bar{f}_{j}=f_{j}(\cdot)$, hence (7) holds. In particular, $f_{j}, g \in C\left(\mathbb{T}^{2 n} ; \mathbb{C}\right)_{\mathbb{R}}(j \leq n)$. If $f(z)=0$, then $g(z)=r^{2}$, and so $(f, g)$ has no zeros. Set

$$
a:=(\pi / 2, \ldots, \pi / 2) \in \mathbb{C}^{n}, \quad E:=\left\{w \in \mathbb{C}^{n}:|w-a| \leq r\right\}
$$

If $w \in E$, then $\operatorname{Re} w_{j} \in[\pi / 2-r, \pi / 2+r]$ and $\operatorname{Im} w_{j} \in[-r, r]$. Define $\phi \in C\left(E ; \mathbb{T}_{r}^{2 n}\right)$ by

$$
\phi(w)_{2 j-1}:=\mathrm{e}^{i \cos ^{-1}\left(\operatorname{Re} w_{j}-\pi / 2\right)}, \quad \phi(w)_{2 j}:=\mathrm{e}^{i \sin ^{-1} \operatorname{Im} w_{j}} \quad(w \in E, j \leq n)
$$

For $w \in E, z:=\phi(w) \in \mathbb{T}_{r}^{2 n}$, we have

$$
\operatorname{Re} f(z)_{j}=\operatorname{Re} z_{2 j-1}=\operatorname{Re} w_{j}-\pi / 2, \quad \operatorname{Im} f_{j}(z)=\operatorname{Im} z_{2 j}=\operatorname{Im} w_{j} \quad(w \in E)
$$

hence $f(\phi(w))=w-a(w \in E)$. Consequently, $g(\phi(w))=r^{2}-|w-a|^{2}$, and so for $w \in \partial E$, $g(\phi(w))=0$. Moreover, $w-f(\phi(w))=a \in E$ is a constant, so we can apply Lemma 5.2 to $f \circ \phi, g \circ \phi$ and $h \circ \phi$ to obtain $w \in E$ such that $(f+g h)(\phi(w))=0$.

Note: it suffices that $h \in C\left(\phi[E] ; \mathbb{C}^{n}\right)$.
We conclude that all of our noncausal subalgebras of $C\left(\mathbb{T}^{m}\right)$ have $\mathrm{bsr}>m / 2$.
Corollary 5.7. Let $\mathcal{A} \subset C\left(\mathbb{T}^{m}\right)$ be a function algebra. If $z_{j}, z_{j}^{-1} \in \mathcal{A}(j=1,2, \ldots, m)$, then $\operatorname{bsr} \mathcal{A} \geq\lfloor m / 2\rfloor+1$.

Note that here $\mathcal{A}$ is either a real algebra or a subalgebra of $C\left(\mathbb{T}^{m}\right)$.
Proof. This follows directly from Corollary 5.6 if $m=2 n$. Assume then that $m=2 n+1$. Set $f^{\prime}(z, w):=f(z), g^{\prime}(z, w):=g(z)\left(z \in \mathbb{T}^{2 n}, w \in \mathbb{T}\right)$. Then $f_{j}^{\prime}, g^{\prime} \in \mathcal{A}(j \leq n)$. Given $h^{\prime} \in \mathcal{A}^{m}$, set $h(z):=h^{\prime}(z, 1)\left(z \in \mathbb{T}^{2 n}\right)$ to have $0=(f+h g)(z)$ for some $z \in \mathbb{T}_{r}^{2 n}$ and so $0=\left(f^{\prime}+h^{\prime} g^{\prime}\right)(z, 1)$. Thus $f^{\prime}+h^{\prime} g^{\prime} \notin \mathrm{U}_{n}(\mathcal{A})$.

A converse is given in Theorem 5.13.
To construct our ultimate nonreducible unimodular vector, we need the following technical lemma. It uses the fact that $\phi(z):=\tan \frac{\pi}{4} z \operatorname{maps}[-1,1] \rightarrow[-1,1]$ but shrinks the vertical direction.

Lemma 5.8. Set $\phi(z):=\tan \frac{\pi}{4} z, \psi(z):=i \phi(-i z)$. Then $\phi$ and $\psi$ are holomorphic on a neighborhood of $\overline{\mathbb{D}}, \phi(z) \in \mathbb{D}$ when $-1<\operatorname{Re} z<1, \psi(z) \in \mathbb{D}$ when $-1<\operatorname{Im} z<1$, $\phi( \pm 1)= \pm 1$, and $\psi( \pm i)= \pm i$. In particular, $\operatorname{Re} \psi(z) \in(-1,1)$ and $\operatorname{Im} \phi(z) \in(-1,1)$ when $z \in \overline{\mathbb{D}}$. Moreover, $\phi(\bar{z})=\overline{\phi(z)}, \psi(\bar{z})=\overline{\psi(z)}$.

Finally, there exists $\epsilon>0$ such that for every $r \in(0, \epsilon)$ we have

$$
\begin{align*}
x+\operatorname{Re} r \phi\left(\mathrm{e}^{i x}\right) & \in[1, \pi-1](x \in[0, \pi]), \\
x+\pi / 2-\operatorname{Im} r \psi\left(\mathrm{e}^{i x}\right) & \in[1, \pi-1](x \in[-\pi / 2, \pi / 2]) . \tag{8}
\end{align*}
$$

Proof. Most claims are straightforward (note that $\phi$ has poles at $2+4 n(n \in \mathbb{Z})$ and that sin and cos are real-symmetric), and so we only prove (8). Since $\phi(-z)=-\phi(z)(z \in \overline{\mathbb{D}})$, we have $\operatorname{Im} r \psi\left(\mathrm{e}^{i(x-\pi / 2)}\right)=\operatorname{Im} r \psi\left(-i \mathrm{e}^{i x}\right)=\operatorname{Im} r i \phi\left(-\mathrm{e}^{i x}\right)=-\operatorname{Re} r \phi\left(-\mathrm{e}^{i x}\right)$, and so the latter claim in (8) follows from the former, which we establish below.

The function $g(x):=x+r \phi\left(\mathrm{e}^{i x}\right)$ has $g^{\prime}(x)=1+i r \mathrm{e}^{i x} \phi^{\prime}\left(\mathrm{e}^{i x}\right)$. Thus we have $\operatorname{Re} g^{\prime}(x) \geq$ $0(x \in[0, \pi])$ once we require that $r$ is sufficiently small (which we do). But $\operatorname{Re} g(0)=1+r$, so $g(x) \geq 1(x \in[0, \pi])$. Now $\operatorname{Re} g(x) \leq \pi / 2+r \leq \pi-1(x \in[0, \pi / 2])$ if $r$ is small. Hence $\operatorname{Re} g(x) \in[1, \pi-1](x \in[0, \pi / 2])$.

Given $x \in[0, \pi / 2]$, set $z:=\mathrm{e}^{i x}, w:=\mathrm{e}^{i(\pi-x)}=-\bar{z}$. Since $\phi(-\bar{z})=-\overline{\phi(z)}$, we have $\operatorname{Re} \phi(w)=-\operatorname{Re} \phi(z)$, and so

$$
g(\pi-x)=\pi-x+r \operatorname{Re} \phi\left(\mathrm{e}^{i(\pi-x)}\right)=\pi-\left(x+r \operatorname{Re} \phi\left(\mathrm{e}^{i x}\right)\right)=\pi-\operatorname{Re} g(x) \in[1, \pi-1]
$$

Consequently, $x+\operatorname{Re} r \phi\left(\mathrm{e}^{i x}\right) \in[1, \pi-1] \forall x \in[0, \pi]$.
Now we can construct a unimodular vector $(f, g) \in \mathrm{U}_{k+1}\left(\mathcal{F} \ell^{1}\left(\mathbb{N}^{m} ; \mathbb{R}\right)\right)$ that is not "reducible on $\mathbb{T}^{m}$ ", hence nor in many algebras, as noted later below. So we shall have $f, g$ holomorphic on $\mathbb{D}^{m}$ (unlike in Corollary 5.6) and it suffices that $h$ is defined on (a part of) $\mathbb{T}^{m}$ (unlike in Corollary 5.3). The price that we pay is the fact that $f$ is not a polynomial.

Lemma 5.9. Let $0 \neq k \in \mathbb{N}, m:=2 k$. Define $g, f_{j} \in C\left(\overline{\mathbb{D}}^{m} ; \mathbb{C}\right)$ by

$$
\begin{align*}
g(z) & :=\prod_{j=1}^{k}\left(z_{2 j-1}^{2}-1\right)\left(z_{2 j}^{2}+1\right) \quad\left(z \in \overline{\mathbb{D}}^{m}\right)  \tag{9}\\
f_{j}(z) & :=-r \phi\left(z_{2 j-1}\right)+r \psi\left(z_{2 j}\right) \quad\left(j=1, \ldots, k, z \in \overline{\mathbb{D}}^{m}\right)
\end{align*}
$$

where $\phi, \psi$ and $r \leq 1$ are as in Lemma 5.8. Set $E_{1}:=[0, \pi] \times[-\pi / 2, \pi / 2], E:=E_{1}^{k} \subset \mathbb{R}^{m}$, $E_{m}:=\mathrm{e}^{i E} \subset \mathbb{T}^{m}$. If $h \in C\left(E_{m} ; \mathbb{C}^{k}\right)$, then $(f+g h)(z)=0$ for some $z \in E_{m}$. Moreover, $(f, g): \overline{\mathbb{D}}^{m} \rightarrow \mathbb{C}^{k+1}$ has no zeros on $\overline{\mathbb{D}}^{m}$, and $f$ and $g$ are absolutely converging sums of real-coefficient polynomials on a neighborhood of $\overline{\mathbb{D}}^{m}$, hence $(f, g) \in \mathrm{U}_{k+1}\left(\mathcal{F} \ell^{1}\left(\mathbb{N}^{m} ; \mathbb{R}\right)\right)$ is not reducible.

Proof.
$1^{\circ}$ Let $z \in \overline{\mathbb{D}}^{m}$. We have $g(z)=0$ iff $z_{2 j}= \pm i$ or $z_{2 j-1}= \pm 1$ for some $j \leq k$. If $z_{2 j-1}= \pm 1$, then $\operatorname{Re} f_{j}(z) / r=\mp 1+\operatorname{Re} \psi\left(z_{2 j}\right) \in \mp 1+(-1,1)=\mp(0,2) \not \supset 0$, hence then $f_{j}(z) \neq 0$. Similarly, if $z_{2 j}= \pm i$, then $\operatorname{Im} f_{j} / r \in(-1,1) \pm 1 \not \supset 0$. Consequently, $g(z)=0 \Rightarrow f(z) \neq 0$ for every $z \in \overline{\mathbb{D}}^{m}$. Moreover, $g$ is a polynomial and $\phi$ and $\psi$ are holomorphic (hence their MacLaurin polynomials converge absolutely) on a neighborhood of $\overline{\mathbb{D}}$, by Lemma 5.8, which also shows that $\phi$ and $\psi$ are real-symmetric (that is, they have real coefficients), so we have proved the last sentence (use Theorem 4.5 for unimodularity).
$2^{\circ}$ Set $G_{f}(x):=f\left(\mathrm{e}^{i x}\right), G_{g}(x):=g\left(\mathrm{e}^{i x}\right), G_{h}(x):=h\left(\mathrm{e}^{i x}\right),(x \in E)$, where $\mathrm{e}^{i x}:=$ $\left(\mathrm{e}^{i x_{1}}, \ldots, \mathrm{e}^{i x_{m}}\right)$. Then $G_{f}, G_{h} \in C\left(E ; \mathbb{C}^{k}\right), G_{g} \in C(E ; \mathbb{C})$. We shall soon apply Lemma 5.2 to $G_{f}, G_{g}$ and $G_{h}$. From $1^{\circ}$ we observe that $G_{g}=0$ on $\partial E$.
$3^{\circ}$ We have $x-G_{f}(x) \in E$ for every $x \in E$. Indeed, let $x \in E$. Set $w_{j}:=x_{2 j-1}+i x_{2 j}(j \leq$ $k$ ), so that $w \in \mathbb{C}^{k}$ is identified with $x \in \mathbb{R}^{m}$. Set $z:=\mathrm{e}^{i x}$. Then $z_{2 j-1}=\mathrm{e}^{i x_{2 j-1}}$, and so $\operatorname{Re} w_{j}-\operatorname{Re} G_{f}(w)_{j}=x_{2 j-1}-\operatorname{Re} f_{j}(z)=\left(x_{2 j-1}+\operatorname{Re} r \phi\left(z_{2 j-1}\right)\right)-r \operatorname{Re} \psi\left(z_{2 j}\right)$ $\in[1, \pi-1]+r[-1,1] \subset[0, \pi]$, by (8). Similarly, $\operatorname{Im} w_{j}-\operatorname{Im} G_{f}(w)_{j}=x_{2 j}-\operatorname{Im} r \psi\left(z_{2 j}\right)+$ $r \operatorname{Im} \phi\left(z_{2 j-1}\right) \in[1, \pi-1]-\pi / 2+r[-1,1] \subset[-\pi / 2, \pi / 2]$. Thus $w_{j}-G_{f}(w)_{j} \in E_{1}$. Since this holds for any $j \leq k$, we have $w-G_{f}(w) \in E$.
$4^{\circ}$ By $2^{\circ}$ and $3^{\circ}$, we have $F \in C(\partial E ; E)$, where $F(x):=x-G_{f}(x)$. Identify $E \subset \mathbb{R}^{m}$ with $E \subset \mathbb{C}^{k}$ (and consider $G_{f}, G_{g}$ and $G_{g}$ as defined on the latter). By Lemma 5.2 (and Lemma 5.1), there exists $x \in E$ such that $\left(G_{f}+G_{g} G_{h}\right)(x)=0$. Set $z:=\mathrm{e}^{i x} \in \mathbb{T}^{m}$ to complete the proof.

Corollary 5.10. Let $\mathcal{A} \subset C\left(\mathbb{T}^{n}\right)$ be a function algebra. If $\mathcal{F} \ell^{1}\left(\mathbb{N}^{n} ; \mathbb{R}\right) \subset \mathcal{A}$, then bsr $\mathcal{A} \geq$ $\lfloor n / 2\rfloor+1$.

Proof. The proof of Corollary 5.7 applies here too, mutatis mutandis, with Lemma 5.9 in place of Corollary 5.6. Use also the fact that $(f, g) \in \mathrm{U}_{k+1}\left(\mathcal{F} \ell^{1}\left(\mathbb{N}^{n} ; \mathbb{R}\right)\right)$ by the corona theorem 4.5, and observe that $\mathrm{U}_{k+1}\left(\mathcal{F} \ell^{1}\left(\mathbb{N}^{n} ; \mathbb{R}\right)\right) \subset \mathrm{U}_{k+1}(\mathcal{A})$.

The assumptions of Corollary 5.10 are weakened in Lemma 9.7, a converse is given in Theorem 5.13, and a related result is given in Corollary 6.3.
5.2. bsr and tsr. Practically all topological algebras of holomorphic functions (except $\mathbb{K} 1$ ) have $\mathrm{tsr} \geq 2$, as the proof below shows.

Lemma 5.11. Let $\mathcal{A} \subset H^{\infty}(\Omega)$ be a function algebra with topology. Assume that the supnorm is continuous on $\mathcal{A}$. If some $f \in \mathcal{A} \neq\{0\}$ has a zero on $\Omega$, then $\operatorname{tsr} \mathcal{A} \geq 2$.

Proof. If $f(z)=0$ and $f_{n} \rightarrow f$ in $\mathcal{A}$, as $n \rightarrow \infty$, then the function $f_{n}$ has a zero near $z$ for each big $n$, by Hurwitz' Theorem. Therefore, $f \notin \overline{\mathrm{U}_{1}(\mathcal{A})}$, so $\operatorname{tsr} \mathcal{A}>1$.

From [8] we conclude the following.
Lemma 5.12. $\operatorname{bsr} \ell^{1}\left(\mathbb{N}^{n}\right)=\lfloor n / 2\rfloor+1$.
Proof. Let $\mathcal{A}=\ell^{1}\left(\mathbb{N}^{n}\right)$. By Corollary 5.10 (or [8, Theorem 3.12] or [28, Theorem 3.3]), $\operatorname{bsr} \mathcal{F} \mathcal{A} \geq\lfloor n / 2\rfloor+1$. By [8, p. 543], bsr $\mathcal{A} \leq \operatorname{dsr} \mathcal{A}$, and by [8, Theorem 3.4], $\operatorname{dsr} \mathcal{A} \leq\lfloor n / 2\rfloor+1$ (since it is a $n$-generated unital complex commutative Banach algebra). Here dsr stands for "dense stable rank"; the interested reader is referred to [8] for the definition and background of this concept.

Recall that $C\left(\mathbb{T}^{n}\right)_{\mathbb{R}}=\left\{f \in C\left(\mathbb{T}^{n}\right): f(\bar{z})=\overline{f(z)} \forall z \in \mathbb{T}^{n}\right\}$ is a real Banach algebra. Set $1 / z:=\left(z_{1}^{-1}, \ldots, z_{n}^{-1}\right)$ for all $z \in(\mathbb{C} \backslash\{0\})^{n}$. Now we show that its typical noncausal subalgebras have $\mathrm{bsr}=\mathrm{tsr}=\lfloor n / 2\rfloor+1$.

Theorem 5.13. Let $\mathcal{A} \subset C\left(\mathbb{T}^{n}\right)$ be a topological function algebra containing all real polynomials. Assume that some functions holomorphic on a neighborhood $\mathbb{T}^{n}$ are dense in $\mathcal{A}$. Assume that $f(1 / \cdot) \in \mathcal{A}$ for all $f \in \mathcal{A}$. Assume also that for any $k \geq 1$ a function $f \in \mathcal{A}^{k}$ is unimodular if $f(z) \neq 0$ for all $z \in \mathbb{T}^{n}$. Then $\operatorname{bsr} \mathcal{A}=\operatorname{tsr} \mathcal{A}=\lfloor n / 2\rfloor+1$.

Proof. By Corollary 5.7 and Proposition 3.2 we have $\lfloor n / 2\rfloor+1 \leq \operatorname{bsr} \mathcal{A} \leq \operatorname{tsr} \mathcal{A}$. So it remains to show that $\operatorname{tsr} \mathcal{A} \leq\lfloor n / 2\rfloor+1$, and we do this below.
(The proof below could be simplified if we assumed that $\mathcal{A}$ is a complex (not real) algebra. The same applies to Theorem 5.16. The reader may wish to first read the proof of Lemma 8.5, which is a simplified version of this.)

Set $k:=\lfloor n / 2\rfloor+1$. Then $2 k \geq n+1$. Let $f \in \mathcal{A}^{k}$ be holomorphic on a neighborhood of $\mathbb{T}^{n}$. We shall show that $f \in \overline{\mathrm{U}_{k}}$ (it follows that $\operatorname{tsr} \mathcal{A} \leq k$ ). Set

$$
\mathcal{P}:=\left\{p \in\{-1,0,1\}^{n}: p_{j}=0 \forall j>k\right\} .
$$

For each $p \in \mathcal{P}$ and $j \in\{1, \ldots, n\}$ we define

$$
E_{j}^{p}:=\left\{\begin{array}{ll}
\left\{p_{j}\right\}, & \text { if } p_{j} \neq 0 ; \\
\mathbb{T} \backslash\{ \pm 1\}, & \text { if } p_{j}=0, j \leq k ; \\
\mathbb{T}, & \text { if } j>k ;
\end{array} \quad g_{j}^{p}(z):= \begin{cases}0, & \text { if } p_{j} \neq 0 \text { or } j>k \\
\operatorname{Im} f_{j}(z) / \operatorname{Im} z_{j}, & \text { if } p_{j}=0 \text { and } j \leq k\end{cases}\right.
$$

Obviously, $\mathbb{T}^{n}=\cup_{p \in \mathcal{P}} E^{p}$, where $E^{p}:=\prod_{j=1}^{n} E_{j}^{p}$. By $\# p$ we denote the number of $j$ such that $p_{j} \neq 0$. Set $F_{p}:=\left(\operatorname{Re} f ; g^{p}\right) \in C^{1}\left(E^{p} ; \mathbb{R}^{2 k}\right)(p \in \mathcal{P})$ (with slight abuse of notation, similarly below). Since $E^{p}$ is $n-\# p$-dimensional, by Lemma A. 2 we have ${ }^{3} m_{n+1-\# p}\left(F_{p}\left[E^{p}\right]\right)=0$, and so $m_{n+1}\left(F_{p}\left[E^{p}\right] \times \mathbb{R}^{\# p}\right)=0$. From the above $m_{n+1}\left(N_{p}\right)=0$, where

$$
N_{p}:=\left\{\{\operatorname{Re} f(z)\} \times \prod_{j=1}^{k}\left\{\begin{array}{ll}
\mathbb{R}, & \text { if } p_{j} \neq 0 ; \\
\left\{g_{j}^{p}(z)\right\}, & \text { if } p_{j}=0
\end{array} \quad: \quad z \in E^{p}\right\} \subset \mathbb{R}^{2 k}\right.
$$

[^2]Thus, $m_{2 k}\left(N_{p}\right) \leq m_{n+1}\left(N_{p}\right)=0$ (for any $p \in \mathcal{P}$ ). Set $N:=\cup_{p \in \mathcal{P}} N_{p} \subset \mathbb{R}^{2 k}$. Then $m_{2 k}(N)=$ 0 , and so we can fix an arbitrarily small (by absolute value) $(r ; t) \in \mathbb{R}^{2 k} \backslash N$. Define $h \in$ $C^{\infty}\left(\mathbb{T}^{n} ; \mathbb{R}^{2 k}\right)$ by

$$
h(z):=(\operatorname{Re} f(z) ; \operatorname{Im} f(z))-\left(r ; t_{1} \operatorname{Im} z_{1}, \ldots, t_{k} \operatorname{Im} z_{k}\right)
$$

We now assume that $h(z)=0$ for some $z \in \mathbb{T}^{n}$ and derive a contradiction. Pick $p \in \mathcal{P}$ such that $z \in E^{p}$. Then $\operatorname{Re} f(z)=r$ and $g_{j}^{p}(z)=t_{j}$ for those $j \leq k$ for which $p_{j}=0$. Consequently, $(r, t) \in N_{p}$, a contradiction. Thus $h$ has no zeros.

Hence the function

$$
G:=f-r-i\left(t_{1} \operatorname{Im} z_{1}, \ldots, t_{k} \operatorname{Im} z_{k}\right): \mathbb{T}^{n} \rightarrow \mathbb{C}^{k}
$$

has no zeros (because $h=(\operatorname{Re} G, \operatorname{Im} G))$. But $G \in \mathcal{A}^{k}$, since $i \operatorname{Im} z_{j}=\left(z_{j}-z_{j}^{-1}\right) / 2 \in \mathcal{A}$, and so $G \in \mathrm{U}_{k}(\mathcal{A})$ (having no zeros). As $G$ was arbitrarily close to $f$, we have $\operatorname{tsr} \mathcal{A} \leq k$.

The above applies to all of our "noncausal $n$-dimensional classes".
Corollary 5.14. We have bsr $\mathcal{A}=\operatorname{tsr} \mathcal{A}=\lfloor n / 2\rfloor+1$ when $\mathcal{A}$ equals any of $C\left(\mathbb{T}^{n}\right), C\left(\mathbb{T}^{n}\right)_{\mathbb{R}}$, $\ell^{1}\left(\mathbb{Z}^{n}\right), \ell^{1}\left(\mathbb{Z}^{n} ; \mathbb{R}\right), \mathcal{M}^{(n)}$ and $\left(\mathcal{M}^{(n)}\right)_{\mathbb{R}}$.

Proof. By Remark 2.1, $\mathcal{M}^{(n)}$ and $\left(\mathcal{M}^{(n)}\right)_{\mathbb{R}}$ may be omitted, so the corollary follows from Theorem 5.13. Indeed, the real or complex polynomials in $z_{1}, \ldots, z_{n} ; z_{1}^{-1} \ldots, z_{n}^{-1}$ are dense $C\left(\mathbb{T}^{n}\right), C\left(\mathbb{T}^{n}\right)_{\mathbb{R}}$ and $\mathcal{F} \ell^{1}$ 's, by Lemma A.1; by the Corona Theorems 4.3 and 4.5 , also the unimodularity condition is satisfied; obviously also the other assumptions of Theorem 5.13 are satisfied.

Corollary 5.15. Let $\mathcal{A} \subset C\left(\mathbb{T}^{n}\right)$ be a full subalgebra. Assume that $z_{k}, z_{k}^{-1} \in \mathcal{A}$ for $k=$ $1,2, \ldots, n$. Then $\operatorname{bsr} \mathcal{A}=\lfloor n / 2\rfloor+1$.

Note that $\mathcal{A}$ being full in $C\left(\mathbb{T}^{n}\right)$ means that $f^{-1} \in \mathcal{A}$ if $f \in \mathcal{A}$ and $f(z) \neq 0$ for all $z \in \mathbb{T}^{n}$.
Proof. Assume first that $\mathcal{A}$ is complex. Since $\mathcal{A}$ is dense in $C\left(\mathbb{T}^{n}\right)$ (Lemma A.1), from Lemma 3.6, it follows that $\operatorname{bsr} \mathcal{A} \leq \operatorname{bsr} C\left(\mathbb{T}^{n}\right)=\lfloor n / 2\rfloor+1$. But bsr $\mathcal{A} \geq\lfloor n / 2\rfloor+1$, by $2^{\circ}$ of the proof of Theorem 5.13. The real case is analogous (replace $C\left(\mathbb{T}^{n}\right)$ by $\left.C\left(\mathbb{T}^{n}\right)_{\mathbb{R}}\right)$.

Next we study the "causal case". Recall that by $A\left(\mathbb{D}^{n}\right)$ we denote the polydisc algebra of continuous functions $\overline{\mathbb{D}}^{n} \rightarrow \mathbb{C}$ that are holomorphic on $\mathbb{D}^{n}$. For this algebra and its typical subalgebras we have $\operatorname{tsr} \mathcal{A}=n+1$; in the real case also bsr $\mathcal{A}=n+1$.

Theorem 5.16. Let $K \subset \mathbb{C}^{n}$ and suppose that $\mathcal{A} \subset C(K)$ is a topological function algebra containing all real polynomials. Assume that some functions holomorphic on a neighborhood $K$ are dense in $\mathcal{A}$. Assume also that a function $f \in \mathcal{A}^{n+1}$ is unimodular if $f(z) \neq 0$ for all $z \in K$. Then $\operatorname{tsr} \mathcal{A} \leq n+1$. If $K$ has a nonempty interior and the sup norm is continuous on $\mathcal{A}$, then $\operatorname{tsr} \mathcal{A}=n+1$. If $\mathcal{A} \subset C(K)_{\mathbb{R}}$, and $\bar{B}_{r}(a):=\left\{x \in \mathbb{R}^{n}:|x-a| \leq r\right\} \subset K$ for some $a \in \mathbb{R}^{n}$ and $r>0$, then $\operatorname{bsr} \mathcal{A}=\operatorname{tsr} \mathcal{A}=n+1$.

In the last claim we have set $C(K)_{\mathbb{R}}:=\left\{f \in C(K): f(x) \in \mathbb{R} \forall x \in K \cap \mathbb{R}^{n}\right\}$. One can verify that $A\left(\mathbb{D}^{n}\right)_{\mathbb{R}}=C\left(\overline{\mathbb{D}}^{n}\right)_{\mathbb{R}}$.

Proof.
$1^{\circ}$ (This is similar to the proof of Theorem 5.13.) Let $f \in \mathcal{A}^{n+1}$ be holomorphic on a neighborhood $V$ of $K$. Let $P$ be the collection of sets $p \subset\{1, \ldots, n+1\}$ such that either $\{1, n+1\} \subset p$ or $\{1, n+1\} \subset P \backslash p$ (this way we get no problems from defining $z_{n+1}:=z_{1}$ below). Set $z_{n+1}:=z_{1}$ for any $z=\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{n}$. For any $p \in P$ define $Q^{p}:=\prod_{j=1}^{n} Q_{j}^{p}$,

$$
Q_{j}^{p}:=\left\{\begin{array}{ll}
\mathbb{R}, & \text { if } j \in p ; \\
\{0\}, & \text { if } j \notin p,
\end{array} \quad g_{j}^{p}(z, q):= \begin{cases}q_{j}, & \text { if } j \in p ; \\
\operatorname{Im} f_{j}(z) / \operatorname{Im} z_{j}, & \text { if } j \notin p,\end{cases}\right.
$$

and $V^{p}:=\left\{z \in V: \operatorname{Im} z_{j}=0 \forall j \in p\right.$ and $\left.\operatorname{Im} z_{j} \neq 0 \forall j \notin p\right\}$. Obviously, $V=\cup_{p \in P} V^{p}$. By $\# p$ we denote the number of elements in $p$. Set for $p \in P, j \in P$,

$$
\begin{aligned}
f_{j}^{p}(z, q) & :=\operatorname{Re} f_{j}(z)-g_{j}^{p}(z, q) \operatorname{Re} z_{j}, \\
F_{p} & :=\left(f^{p} ; g^{p}\right) \in C\left(V^{p} \times Q^{p} ; \mathbb{R}^{2 n+2}\right) .
\end{aligned}
$$

Since $V^{p}$ (respectively, $Q^{p}$ ) is diffeomorphic to an open subset of $\mathbb{R}^{2 n-\# p}$ (respectively, $\mathbb{R}^{\# p}$ ), we observe that $F_{p}$ has the same range as a $C^{1}$ function on an open subset of $\mathbb{R}^{2 n-\# p} \times \mathbb{R}^{\# p}=\mathbb{R}^{2 n}$, so $m_{2 n+2}\left(N_{p}\right)=0$, where $N_{p}:=F_{p}\left[V^{p} \times Q^{p}\right]$, by Lemma A.2. Set $N:=\cup_{p \in P} N_{p}$. Then $m_{2 n+2}(N)=0$, so we can fix an arbitrarily small (by absolute value) $(r ; t) \in \mathbb{R}^{2(n+1)} \backslash N$. Set

$$
G(z):=f(z)-r-\left(t_{1} z_{1}, \ldots, t_{n+1} z_{n+1}\right) \quad(z \in K)
$$

(recall that $z_{n+1}:=z_{1}$ ). Then $G \in \mathcal{A}^{n+1}$ is arbitrarily close to $f$.
We now assume that $G(z)=0$ for some $z \in V$ and derive a contradiction. Pick $p \in P$ such that $z \in V^{p}$. Define $q \in Q^{p}$ by $q_{j}:=t_{j}$ if $j \in p$ (that is, if $\operatorname{Im} z_{j}=0$ ), and by $q_{j}:=0$ otherwise. Then, for any $j=1, \ldots, n+1$, we have $0=\operatorname{Im} G_{j}(z)=$ $\operatorname{Im} f_{j}(z)-t_{j} \operatorname{Im} z_{j}$, hence $g_{j}^{p}(z, q)=t_{j}$, and $0=\operatorname{Re} G_{j}(z)=\operatorname{Re} f_{j}(z)-r_{j}-t_{j} \operatorname{Re} z_{j}=$ $f_{j}^{p}(z, q)-r_{j}$, hence $f_{j}^{p}(z, q)=r_{j}$. Therefore, $(r, t)=F_{p}(z, q) \in N_{p}$, a contradiction. Hence $G(z) \neq 0$ for all $z \in V$. Consequently, $G \in \mathrm{U}_{n+1}(\mathcal{A})$. Since $G$ was arbitrarily close to $f, \operatorname{tsr} \mathcal{A} \leq n+1$.
$2^{\circ}$ Assume that $K^{\circ} \neq \emptyset$. Pick $a \in K^{\circ}$. Set $g_{j}(z):=z_{j}-a(j \leq n)$. Then $g \in \mathcal{A}^{n}$. Given $f \in \mathcal{A}^{n}$, set $F_{f}(r, t):=(\operatorname{Re} f(r+i t), \operatorname{Im} f(r+i t))$. Then $F_{g} \in C^{\infty}\left(V ; \mathbb{R}^{2 n}\right)$, where $V:=\left\{(\operatorname{Re} z, \operatorname{Im} z): z \in K^{\circ}\right\} \subset \mathbb{R}^{2 n}$ is a neighborhood of $a_{0}:=(\operatorname{Re} a, \operatorname{Im} a)$. Since $F_{g}\left(a_{0}\right)=0$ and $F_{g}^{\prime}\left(a_{0}\right)=I$, the function $F_{g}+h$ has a zero when $\|h\|_{\infty}<\delta$, where $\delta$ is from Lemma A.5. If $f \in \mathcal{A}^{n}$ is sufficiently close to 0 , then $\|f\|_{\infty}<\delta$ and so $\left\|F_{f}\right\|_{\infty}<\delta$. It follows that $F_{g+f}=F_{g}+F_{f}$ has a zero $(r, t) \in V$, so $r+i t \in K^{\circ}$ and $(g+f)(r+i t)=0$. Hence $g+f \notin \mathrm{U}_{n}(\mathcal{A})$. Thus $g \notin \overline{\mathrm{U}_{n}}$, and so $\operatorname{tsr} \mathcal{A}>n$.
$3^{\circ}$ Assume now that $\mathcal{A} \subset C(K)_{\mathbb{R}}$ and $E:=B_{r}(a) \subset K$. In Corollary 5.3 we have $(f, g) \in \mathrm{U}_{n}(\mathcal{A})$. If $h \in \mathcal{A}^{n} \subset C(K)_{\mathbb{R}}^{n}$, then $\left.h\right|_{E} \in C\left(E ; \mathbb{R}^{n}\right)$. Hence $f+h g$ has a zero, by Corollary 5.3. Thus $(f, g)$ is not reducible. So bsr $\mathcal{A} \geq n+1$. By Proposition 3.7 and $1^{\circ}$, we get that $n+1 \leq \operatorname{bsr} \mathcal{A} \leq \operatorname{tsr} \mathcal{A} \leq n+1$.

For bsr, Theorem 5.13 only gives an upper bound in the complex case; a lower bound is given in Corollary 5.10 (which can be adapted to most cases). Exact results for some complex cases were given in [8] using the Arens-Taylor-Novodvorski theory; we present further results in Corollary 5.18 below.

Corollary 5.17. We have $\operatorname{tsr} \mathcal{A}=n+1$ and $\operatorname{bsr} \mathcal{A}=\lfloor n / 2\rfloor+1$ when $\mathcal{A}$ equals any of $A\left(\mathbb{D}^{n}\right), \ell^{1}\left(\mathbb{N}^{n}\right)$, and $\mathcal{M}_{+}^{\left(n^{+}\right)}$. Moreover, $\operatorname{bsr} \mathcal{A}=\operatorname{tsr} \mathcal{A}=n+1$ when $\mathcal{A}$ equals any of $A\left(\mathbb{D}^{n}\right)_{\mathbb{R}}$, $\ell^{1}\left(\mathbb{N}^{n} ; \mathbb{R}\right)$, and $\left(\mathcal{M}_{+}^{\left(n^{+}\right)}\right)_{\mathbb{R}}$.

Proof. We may omit the proofs for $\mathcal{M}_{+}^{\left(n^{+}\right)}$and $\left(\mathcal{M}_{+}^{\left(n^{+}\right)}\right)_{\mathbb{R}}$, by Remark 2.1. We have bsr $\ell^{1}\left(\mathbb{N}^{n}\right)=$ $\lfloor n / 2\rfloor+1$, by Lemma 5.12, and bsr $A\left(\mathbb{D}^{n}\right)=\lfloor n / 2\rfloor+1$, by [8, Corollary 3.13]. Polynomials (hence also $\mathcal{F} \ell^{1}$ ) are dense in $\mathcal{A}$ or in $\mathcal{F} \mathcal{A}$, and the Corona Theorems 4.3 and 4.5 provide the remaining assumptions of Theorem 5.16, which yield the remaining claims.

Below fullness obviously means that if $f \in \mathcal{A}$ and $f \neq 0$ on $\overline{\mathbb{D}}^{n}$, then $f^{-1} \in \mathcal{A}$, that is, that $\mathcal{A}$ is "inversionally closed".

Corollary 5.18. If $\mathcal{A}$ is a full subalgebra of $A\left(\mathbb{D}^{n}\right)$ (respectively, of $\left.A\left(\mathbb{D}^{n}\right)_{\mathbb{R}}\right)$, and $\mathcal{A}$ contains the polynomials, then $\operatorname{bsr} \mathcal{A}=\lfloor n / 2\rfloor+1$ (respectively, $\operatorname{bsr} \mathcal{A}=n+1$ ).

Proof. By Lemma 3.6 (and Lemma A. 1 and Corollary 5.17), we have bsr $\mathcal{A} \leq \operatorname{bsr} A\left(\mathbb{D}^{n}\right)=$ $\lfloor n / 2\rfloor+1$ (respectively, $\operatorname{bsr} \mathcal{A} \leq \operatorname{bsr} A\left(\mathbb{D}^{n}\right)_{\mathbb{R}}=n+1$ ). By [28, Theorem 3.3] (respectively, Corollary 5.4), we have bsr $\mathcal{A} \geq\lfloor n / 2\rfloor+1$ (respectively, bsr $\mathcal{A} \geq n+1$ ).

Actually, [28] treats the unit ball, and there is a slight mistake in its proof, so we rewrite Rupp's proof here for $\mathbb{D}^{n}$. Set $B_{n}:=\left\{z \in \mathbb{C}^{n}:|z| \leq 1\right\} \subset \overline{\mathbb{D}}^{n}$. Then $A\left(\mathbb{D}^{n}\right) \subset A\left(B_{n}\right)$, where $A\left(B_{n}\right)$ stands for continuous functions $B_{n} \rightarrow \mathbb{C}$ that are holomorphic in the interior of $B_{n}$.

Set $k:=\lfloor n / 2\rfloor$. Define $f=\left(f_{1}, f_{2}, \ldots, f_{k}\right) \in A\left(\mathbb{D}^{n}\right)^{k}$ by $f_{j}(z):=z_{j}$. Set

$$
g(z):=z_{1} z_{k+1}+\ldots+z_{k} z_{2 k}-1 / 4
$$

Then $z_{k+1} f_{1}+\ldots+z_{2 k} f_{k}-g=1 / 4 \in \mathrm{U}_{1}$, so $(f, g) \in \mathrm{U}_{k+1}(\mathcal{A})$. If $h: B_{n} \rightarrow \mathbb{C}^{k}$ is continuous, then $(f+h g)(\zeta)=0$ for some $\zeta \in \overline{\mathbb{D}}^{n}$. Indeed, define $f_{j}, h_{j}, g \in C\left(B_{k} ; \mathbb{C}\right)$ by

$$
f^{\prime}(z):=f(z, \bar{z}, 0), \quad g^{\prime}(z):=g(z, \bar{z}, 0)=|z|^{2}-1 / 4, \quad h^{\prime}(z):=h(z, \bar{z}, 0)
$$

(remove the 0 's if $n=2 k$ ) to obtain, from Lemma 5.2, a $z \in E:=B_{k} / 2$ such that $(f+$ $h g)(z, \bar{z}, 0)=\left(f^{\prime}+h^{\prime} g^{\prime}\right)(z)=0$, so that $(f, g)$ is not reducible (since $\left.(z, \bar{z}, 0) \in B_{n} \subset \overline{\mathbb{D}}^{n}\right)$.

Corollaries 5.17 and 5.18 also hold with the open unit ball $\left\{z \in \mathbb{C}^{n}:|z|<1\right\}$ in place of $\mathbb{D}^{n}$, with the same proofs; this sharpens [28, Theorem 3.3] (using partially Rupp's result).

Next we compute the bsr's and tsr's for the $\mathbb{K}+L^{1}$ classes, using the above theorems.
From [5, pp. 62-63] one gets the following lemma; in particular, that real-coefficient rational functions are dense in $\mathcal{F}\left(\mathbb{R} \delta_{0}+\mathrm{L}^{1}(\mathbb{R} ; \mathbb{R})\right)$.

Lemma 5.19. [Real] linear combinations of $(\cdot+1)^{-k}$ (respectively, at $\left.(\cdot \pm 1)^{-k}\right)(k=$ $0,1,2, \ldots)$ form a dense subset of [real-symmetric elements of] $\mathcal{F}\left(\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}\right)$ (respectively, of $\mathcal{F}\left(\mathbb{C} \delta_{0}+\mathrm{L}^{1}\right)$.
(The alternative real claim follows from the complex one by taking real parts in $\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}$ (respectively, in $\mathbb{C} \delta_{0}+\mathrm{L}^{1}$ ).)

Because the Cayley transform maps $-1 \mapsto \infty$ and $1 \mapsto 0$, Lemma 5.19 and the corona theorems lead to the following.

Lemma 5.20. Let $\mathcal{A}$ denote $\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}$ (respectively, $\mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right), \mathbb{C} \delta_{0}+\mathrm{L}^{1}, \mathbb{R} \delta_{0}+\mathrm{L}^{1}(\mathbb{R} ; \mathbb{R})$ ) and let $\mathcal{A}^{\prime}$ denote $A(\mathbb{D})$ (respectively, $\left.A(\mathbb{D})_{\mathbb{R}}, C(\mathbb{T}), C(\mathbb{T})_{\mathbb{R}}\right)$. Then the embedding

$$
\begin{equation*}
f: \mathcal{A} \ni g \mapsto \widehat{g} \circ \phi \in \mathcal{A}^{\prime} \tag{10}
\end{equation*}
$$

where $\phi$ is the Cayley transform $z \mapsto(1-z) /(1+z)$, is a continuous algebra homomorphism, and the polynomials in $z$ (respectively, real polynomials in $z$, polynomials in $z$ and $z^{-1}$, real polynomials in $z$ and $z^{-1}$ ) form a dense subset of $f[\mathcal{A}]$ (in the topology coinduced from $\mathcal{A}$ ). An element of $f[\mathcal{A}]^{n}$ is unimodular iff it has no zeros on $\overline{\mathbb{D}}$ (respectively, $\overline{\mathbb{D}}, \mathbb{T}, \mathbb{T}$ ). In particular, (10) satisfies the assumptions of Corollary 3.8.

For $\mathcal{A}$ equal to $\mathbb{C} \delta_{0}+\mathrm{L}^{1}$ or $\mathbb{R} \delta_{0}+\mathrm{L}^{1}(\mathbb{R} ; \mathbb{R})$, we also have $h(1 / \cdot) \in f[\mathcal{A}]$ for every $h \in f[\mathcal{A}]$.
Proof. The containment and density of polynomials was essentially explained below Lemma 5.19. The sup-norm is continuous on $\mathcal{A}$ and invariant under $f$, and so $f$ is continuous. The unimodularity claim follows from the corona Theorems 4.3 and 4.5. The last claim follows from the facts that $f(g)(1 / z)=f(g(-\cdot))(z)$ and $g(-\cdot) \in \mathcal{A}$ if $g \in \mathcal{A}, z \in \mathbb{T}$.

Theorem 5.13 applies to $\mathbb{C} \delta_{0}+\mathrm{L}^{1}$ and to $\mathbb{R} \delta_{0}+\mathrm{L}^{1}(\mathbb{R} ; \mathbb{R})$ as well, by Lemma 5.20 .
Corollary 5.21. We have $\operatorname{bsr}\left(\mathbb{C} \delta_{0}+\mathrm{L}^{1}\right)=\operatorname{tsr}\left(\mathbb{C} \delta_{0}+\mathrm{L}^{1}\right)=1$, and $\operatorname{bsr}\left(\mathbb{R} \delta_{0}+\mathrm{L}^{1}(\mathbb{R} ; \mathbb{R})\right)=$ $\operatorname{tsr}\left(\mathbb{R} \delta_{0}+\mathrm{L}^{1}(\mathbb{R} ; \mathbb{R})\right)=1$.

From Lemma 5.20 and [29, Remark, p. 87] we conclude that $\operatorname{bsr}\left(\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}\right)=1$. By Lemma 5.20 , Theorem 5.16 (with $K:=\overline{\mathbb{D}}$ ) applies to $\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}$ and to $\mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)$ as well. This implies the following.

Corollary 5.22. We have $\operatorname{bsr}\left(\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}\right)=1$, $\operatorname{tsr}\left(\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}\right)=2$, and $\operatorname{bsr}\left(\mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)\right)=$ $\operatorname{tsr}\left(\mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)\right)=2$.

## Notes

We mention below some simpler (or more constructive) proofs for cases " $n=1$ ".
For $C(\mathbb{T}), \ell^{1}(\mathbb{Z}), \mathcal{M}^{(1)}$ and $\mathbb{C} \delta_{0}+\mathrm{L}^{1}$ (see Corollary 5.14 ), to show that tsr $=1$, we could alternatively add a small constant $c \in \mathbb{C}$ such that $-c$ is in the range of the function/transform (use Lemma A. 2 and the density of holomorphic functions). This also leads to a constructive proof of bsr $=1$; see the end of $\S 10$.

The fact that tsr $\leq 2$ for these algebras and their real counterparts can also be shown as follows: given $(f, g)$, assume that $f$ or $\widehat{f}$ (depending on the algebra) is holomorphic on a neighborhood of the domain (so that it has only finitely many zeros) and add a constant to $g$ or $\widehat{g}$ so that it is nonzero at the zeros of $f$ or $\widehat{f}$. In the causal cases we also have tsr $\geq 2$, by Lemma 5.11 .

As mentioned above Theorem 1.2, some of the results in this section were already known.

## 6. Infinitely many generators: $\mathcal{M}, \ell^{1}(\mathbb{R})$, AP, $\ldots$

In this section we prove all bsr $=\infty$ results of Table 1 and related results.
Given $k$, in Lemma 6.2 we construct a $k+1$-unimodular real-valued causal measure that is not reducible by any measure (nor in $\mathcal{F}^{-1} \mathrm{AP}$ ). From this we conclude in Corollaries 6.3 and 6.4 the $\mathrm{bsr}=\infty$ results of Table 1. Naturally, other analogous results can also be concluded. Corollary 6.3 solves Mortini's problem, as mentioned in Remark 6.5.

We start from a technical lemma: the $\mathbb{Q}$-basis of the $\mathbb{Q}$-span of a finite set $A$ can be chosen so that the coordinates of each element of $A$ become integers.

Lemma 6.1. If $A \subset \mathbb{R}$ is finite and the $\mathbb{Q}$-dimension $n:=\operatorname{dim}_{\mathbb{Q}}(\operatorname{span} A) \geq 1$, then there are (necessarily $\mathbb{Q}$-linearly independent) $r_{1}, \ldots, r_{n} \in \operatorname{span}(A) \cap \mathbb{R}_{+}$such that every $a \in A$ can be written as $\sum_{k=1}^{n} m_{k} r_{k}$ for some $m_{1}, \ldots, m_{n} \in \mathbb{Z}$.

If $A \subset \mathbb{R}_{+}$, then it is possible to replace $\mathbb{Z}$ by $\mathbb{N}$ above; we omit the proof.
Proof. Pick a $\mathbb{Q}$-basis $r_{1}, \ldots, r_{n}$ of $\mathbb{Q}$-span $(A):=\mathbb{Q} a_{1}+\ldots+\mathbb{Q} a_{l}$, where $A=\left\{a_{1}, a_{2}, \ldots, a_{l}\right\}$. Divide $r_{k}(k=1, \ldots, n)$ by the product of the denominators of the coordinates $m_{k}(k=$ $1, \ldots, n$ ) for each $a \in A$, and finally replace $r_{k}$ by $\left|r_{k}\right|$.

Now we can construct unimodular functions that are non-reducible in all of our infiniteperiod algebras.

Lemma 6.2. Let $0 \neq k \in \mathbb{N}$. Define $f_{j}, g \in \mathcal{F} \ell^{1}\left(\mathbb{N}^{2 k} ; \mathbb{R}\right)(j \leq k)$ by (9). Let $T_{1}, \ldots, T_{2 k}>0$ be independent over $\mathbb{Q}$. Set $f^{\prime}(s):=f\left(\mathrm{e}^{-s T}\right), g^{\prime}(s):=g\left(\mathrm{e}^{-s T}\right)$, where $\mathrm{e}^{-s T}:=\left(\mathrm{e}^{-s T_{1}}, \ldots, \mathrm{e}^{-s T_{2 k}}\right)$. Then $\left(f^{\prime}, g^{\prime}\right) \in \mathcal{F} \mathrm{U}_{k+1}\left(\left(\mathcal{M}_{+}^{\left(2 k^{+}\right)}\right)_{\mathbb{R}}\right)$, but if $h^{\prime} \in \mathrm{AP}$, then $\inf _{i \mathbb{R}}\left|f^{\prime}+g^{\prime} h^{\prime}\right|=0$.

In particular, a certain coprime pair $\left(f^{\prime}, g^{\prime}\right) \in \mathcal{F} \mathrm{U}_{2}\left(\left(\mathcal{M}_{+}^{\left(2^{+}\right)}\right)_{\mathbb{R}}\right)$ is not reducible by any $h^{\prime} \in \mathrm{AP}$ (though it is reducible by some $h^{\prime} \in H^{\infty}$, since bsr $H^{\infty}=1$ ).

Note that given independent (over $\mathbb{Q}$ ) "delays" $T_{1}, T_{2}>0$, the set $\mathcal{F}\left(\mathcal{M}_{+}^{\left(2^{+}\right)}\right)_{\mathbb{R}}$ consists of functions $f^{\prime}(s)=\sum_{j, l \in \mathbb{N}} a_{j, l} \mathrm{e}^{-s\left(j T_{1}+l T_{2}\right)}$, where $a \in \ell^{1}\left(\mathbb{N}^{2} ; \mathbb{R}\right)$. From (9) we observe that in the lemma the function $g$ is a polynomial and $f$ is holomorphic on a neighborhood of $\overline{\mathbb{D}}^{2}$. Hence the above $a$ satisfies $\sum_{j, l} r^{j+l}\left|a_{j, l}\right|<\infty$ for some $r>1$ and $g^{\prime}$ is a finite sum of the above form (its " $a$ " has a finite support).

Proof of Lemma 6.2: From the last sentence of Lemma 5.9 and Remark 2.1 it follows that $\left(f^{\prime}, g^{\prime}\right) \in \mathrm{U}_{k+1}\left(\left(\mathcal{M}_{+}^{\left(2 k^{+}\right)}\right)_{\mathbb{R}}\right)$. By density (in AP), we can assume that $h^{\prime}$ is a linear combination of a finite number of functions $\mathrm{e}^{-\cdot r_{j}^{\prime}}$, where $r_{j}^{\prime} \in \mathbb{R}\left(j=1, \ldots, n^{\prime}\right)$. Apply Lemma 6.1 to the set $S:=\left(\cup_{j=1}^{2 k} T_{j}\right) \cup\left(\cup_{j=1}^{n^{\prime}} r_{j}^{\prime}\right)$ to obtain a $\mathbb{Q}$-basis $r_{1}, \ldots, r_{n} \subset(0, \infty)$ of this set (where $\left.n:=\operatorname{dim}_{\mathbb{Q}} \operatorname{span}(S)\right)$. Note that $A \in \mathbb{Z}^{2 k \times n}$, where $A$ is the matrix defined by the (unique) representation $T_{j}=\sum_{l=1}^{n} A_{j, l} r_{l}(j \leq 2 k)$. Set

$$
\begin{equation*}
T:=\left(T_{1}, \ldots, T_{2 k}\right) \in \mathbb{R}^{2 k}, \quad r:=\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{R}^{n} \tag{11}
\end{equation*}
$$

Then $T=A r$. Since each $r_{j}^{\prime}$ is a $\mathbb{Z}$-linear combination of $r_{l}$ 's (that is, $r_{j}^{\prime}=\sum_{l=1}^{n} \alpha_{l} r_{j}$ for some $\alpha \in \mathbb{Z}^{n}$ ), we can write $h^{\prime}$ with the multinomial notation $r^{\alpha}:=r_{1}^{\alpha_{1}} \cdots r_{n}^{\alpha_{n}}$ as

$$
h^{\prime}(s)=\sum_{\alpha \in \mathbb{Z}^{n}} h_{\alpha} \mathrm{e}^{-s \sum_{l=1}^{n} \alpha_{l} r_{l}}=\sum_{\alpha \in \mathbb{Z}^{n}} h_{\alpha} \prod_{l}\left(\mathrm{e}^{-s r_{l}}\right)^{\alpha_{l}}=\sum_{\alpha \in \mathbb{Z}^{n}} h_{\alpha}\left(\mathrm{e}^{-s r}\right)^{\alpha} \quad(s \in i \mathbb{R})
$$

for some $\left\{h_{\alpha}\right\}_{\alpha \in \mathbb{Z}^{n}} \in \ell^{1}\left(\mathbb{Z}^{n}\right)$ (whose support is finite). Moreover, we have ${ }^{4}$

$$
\beta \cdot T:=\sum_{j=1}^{2 k} \beta_{j} T_{j}=\beta \cdot(A r)=r \cdot\left(A^{\top} \beta\right) \quad\left(\beta \in \mathbb{Z}^{2 k}\right)
$$

The matrix $A^{\top}$ must be one-to-one, because $\beta \mapsto \beta \cdot T$ is one-to-one. Set $B:=A^{\top}\left(A A^{\top}\right)^{-1} \in$ $\mathbb{R}^{n \times 2 k}$. Then $A B=I$. Set $E_{0}:=\mathbb{T} \backslash\left\{\mathrm{e}^{-i 3 \pi / 4}\right\}$. Let arg : $E_{0} \rightarrow(-3 \pi / 4,5 \pi / 4)$ denote a continuous branch of arg and also the corresponding function $E_{0}^{2 k} \rightarrow(-3 \pi / 4,5 \pi / 4)^{2 k}$. Define $\phi \in C\left(E_{0}^{2 k} ; \mathbb{T}^{n}\right)$ by $\phi(z):=\mathrm{e}^{i B \arg z}$. Define the function $h \in C\left(E_{0}^{2 k} ; \mathbb{C}^{k}\right)$ by

$$
h(z):=\sum_{\alpha \in \mathbb{Z}^{n}} h_{\alpha} \phi(z)^{\alpha} \quad\left(z \in E_{0}^{2 k}\right) .
$$

[^3]By Lemma 5.9, there exists $z \in E_{2 k} \subset E_{0}^{2 k}$ such that $(f+g h)(z)=0$. Set $x:=\arg z$.
Let $\epsilon>0$ be given. Using the uniform continuity of $f$ and $g$ one can show that there exists $\delta^{\prime}>0$ such that

$$
\begin{equation*}
\left|f\left(z^{\prime}\right)+g\left(z^{\prime}\right) c\right|<\epsilon \quad \text { when } z \in \mathbb{T}^{2 k}, c \in \mathbb{C}^{k},\left|z^{\prime}-z\right|<\delta^{\prime},|c-h(z)|<\delta^{\prime} \tag{12}
\end{equation*}
$$

Set $h^{\prime \prime}(w):=\sum_{\alpha \in \mathbb{Z}^{n}} h_{\alpha} w^{\alpha}\left(w \in \mathbb{T}^{n}\right)$. Pick $\delta \in\left(0, \delta^{\prime}\right)$ such that

$$
\begin{equation*}
\left|h^{\prime \prime}(w)-h^{\prime \prime}\left(w^{\prime}\right)\right|<\delta^{\prime} \quad \text { when } w, w^{\prime} \in \mathbb{T}^{n},\left|w-w^{\prime}\right|<\delta \tag{13}
\end{equation*}
$$

By Kronecker's Theorem, there exists $s \in i \mathbb{R}$ such that $\left|\mathrm{e}^{-s r}-\mathrm{e}^{i B x}\right|$ is arbitrarily small, hence such that

$$
|s r+i B x+i 2 \pi q|<\delta /|A| \leq \delta \quad \text { and hence } \quad\left|\mathrm{e}^{-s r}-\mathrm{e}^{i B x}\right|<\delta
$$

for some $q \in \mathbb{Z}^{n}$. Then $\delta>|s A r+i A B x+i 2 \pi A q|=|s t+i x+i 2 \pi A q|$. Therefore,

$$
\begin{equation*}
\left|\mathrm{e}^{-s T}-\mathrm{e}^{i x}\right|=\left|\mathrm{e}^{-s T}-\mathrm{e}^{i(x+2 \pi A q)}\right|<\delta \tag{14}
\end{equation*}
$$

Since $z=\mathrm{e}^{i x}$, we conclude from (12)-(14) that (set $z^{\prime}:=\mathrm{e}^{-s T}, w:=\mathrm{e}^{-s r}$, and $w^{\prime}:=\mathrm{e}^{i B x}$, and note that $h^{\prime}(s)=h^{\prime \prime}\left(\mathrm{e}^{-s r}\right)=: c$ and $\left.h(z)=h^{\prime \prime}(\phi(z))=h^{\prime \prime}\left(\mathrm{e}^{i B x}\right)\right)$

$$
\begin{equation*}
\left|f^{\prime}(s)+g^{\prime}(s) h^{\prime}(s)\right|=\left|f\left(\mathrm{e}^{-s T}\right)+g\left(\mathrm{e}^{-s T}\right) h^{\prime \prime}\left(\mathrm{e}^{-s r}\right)\right|=\left|f\left(z^{\prime}\right)+g\left(z^{\prime}\right) c\right|<\epsilon \tag{15}
\end{equation*}
$$

As $\epsilon>0$ was arbitrary and $s \in i \mathbb{R}$, the proof is complete.
Observe that $\mathcal{F}\left(\mathcal{M}_{+}^{\left(n^{+}\right)}\right)_{\mathbb{R}}$ consists of functions of the form $\sum_{\alpha \in \mathbb{N}^{n}} a_{\alpha} \mathrm{e}^{-\cdot \sum_{j=1}^{n} \alpha_{j} T_{j}}$, where $a \in \ell^{1}\left(\mathbb{N}^{n} ; \mathbb{R}\right)$.

Corollary 6.3. Let $T_{1}, T_{2}, \ldots>0$ be $\mathbb{Q}$-linearly independent. We have $\operatorname{bsr} \mathcal{A} \geq\lfloor n / 2\rfloor+1$ when $\mathcal{A} \subset \mathrm{AP}$ is any (real or complex) function algebra that contains $\mathcal{F}\left(\mathcal{M}_{+}^{\left(n^{+}\right)}\right)_{\mathbb{R}}$.

In particular, $\operatorname{bsr} \mathcal{A}=\infty$ when $\mathcal{A}$ stands for any of the following: $\mathcal{M}, \mathcal{M}_{\mathbb{R}}, \mathcal{M}_{+}, \mathcal{M}_{+\mathbb{R}}$, $\mathrm{AP},(\mathrm{AP})_{\mathbb{R}}, \mathrm{AP}_{+},\left(\mathrm{AP}_{+}\right)_{\mathbb{R}}$.

Recall that tsr $\geq$ bsr, by Proposition 3.2. The assumption on $\mathcal{F}\left(\mathcal{M}_{+}^{\left(n^{+}\right)}\right)_{\mathbb{R}}$ will be weakened in Lemma 9.7.

Proof. If $k:=\lfloor n / 2\rfloor \geq 1$, define $f^{\prime}, g^{\prime}$ as in Lemma 6.2. If $h^{\prime} \in \mathcal{A} \subset \mathrm{AP}$, then, for every $F \in \mathcal{A}$ we have $\inf _{i \mathbb{R}}\left|F \cdot\left(f^{\prime}+g^{\prime} h^{\prime}\right)\right|=0$. Hence $F \cdot\left(f^{\prime}+g^{\prime} h^{\prime}\right) \neq 1$, and so $f^{\prime}+g^{\prime} h^{\prime} \notin \mathrm{U}_{k}(\mathcal{A})$. Consequently, bsr $\mathcal{A} \geq k+1$. Since $k$ was arbitrary, bsr $\mathcal{A}=\infty$. The second paragraph follows from the first (because $\mathcal{F}$ is an isomorphism).

The result bsr AP $=\infty$ was already established in [33], using an alternative method (and the fact that $\mathrm{tsr}=\mathrm{bsr}$ for $C^{*}$-algebras [14]). The other results seem to be new.
Corollary 6.4. We have $\operatorname{bsr} \mathcal{A}=\infty$ when $\mathcal{A}$ stands for any of the following $\ell^{1}(\mathbb{R}), \ell^{1}(\mathbb{R} ; \mathbb{R})$, $\ell^{1}\left(\mathbb{R}_{+}\right), \ell^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right), \mathcal{M}+\mathrm{L}^{1},\left(\mathcal{M}+\mathrm{L}^{1}\right)_{\mathbb{R}}, \mathcal{M}_{+}+\mathrm{L}_{+}^{1}$, and $\left(\mathcal{M}_{+}+\mathrm{L}_{+}^{1}\right)_{\mathbb{R}}$.

Proof. For the $\ell^{1}$ classes, use Corollary 6.3 and Remark 2.1. By Lemma 3.9 we get the other four results (because, for example, $\left.\left(\mathcal{M}+\mathrm{L}^{1}\right) / \mathrm{L}^{1}=\mathcal{M}\right)$.

Remark 6.5 (Answer to Mortini's question). S. Treil showed that bsr $H^{\infty}=1$ [36]. The question about what the situation looks like for subalgebras of $H^{\infty}$ was asked in [20], where it was shown that $H^{\infty}$ has closed subalgebras with arbitrary stable rank, and even bsr $=\infty$
is possible. However, in these subalgebras constructed in [20], the unit disk is not dense in the spectrum, and the following open problem was mentioned there:

Is there a closed subalgebra $\mathcal{A}$ of $H^{\infty}$, such that the maximal ideal space of $\mathcal{A}$ contains $\mathbb{D}$ as a dense subset, and $\operatorname{bsr} \mathcal{A}>1$ ?

We have answered this question affirmatively (with the isomorphic space $H^{\infty}\left(\mathbb{C}_{+}\right)$in place of $\left.H^{\infty}(\mathbb{D})\right)$. Indeed, $\mathrm{AP}_{+}$is a closed subalgebra of the Hardy space $H^{\infty}\left(\mathbb{C}_{+}\right)$of the half-plane, and its maximal ideal space contains the open half-plane $\mathbb{C}_{+}$as a dense subset $[24$, Theorem 2.3]. Since we have shown that bsr $\mathrm{AP}_{+}=\infty$ in Corollary 6.3 , this settles the above question.

If $n \in\{2,3, \ldots\}$, then the algebra $\mathcal{A}_{n}:=\mathrm{AP}_{+}^{2 n-2} \subset H^{\infty}\left(\mathbb{C}_{+}\right)$of Remark 8.6 below satisfies bsr $\mathcal{A}_{n}=n$, and $\mathbb{C}_{+}$is dense in the maximal ideal space of $\mathcal{A}_{n}$. Thus, the requirement that $\mathbb{C}_{+}$is dense in the maximal ideal space (of a closed subalgebra $\mathcal{A}$ of $H^{\infty}$ ) does not exclude any value of bsr $\mathcal{A}$.

## 7. Mixed measures $\mathcal{M}_{*}^{*}+\mathrm{L}^{1}$

In this section we study the algebras of the type $\mathcal{A}+\mathrm{L}^{1}$, that is, we take a (discrete measure) subalgebra $\mathcal{A}$ of $\mathcal{M}$ and add an absolutely continuous ( $\mathrm{L}^{1}$ ) part.

First we establish some technical results on unimodularity and zeros, and a corona theorem (Corollary 7.4). In Theorems 7.6 and 7.7 we show that $\operatorname{bsr}\left(\mathcal{A}+\mathrm{L}^{1}\right)=\operatorname{bsr} \mathcal{A}$ etc. in typical cases. Finally, we prove Theorem 1.2. As always, we accompany any complex results by corresponding real results.

We start by showing that the discrete part of a left inverse of a measure can be made equal to any left inverse of the discrete part. (Here $G \cdot F:=\sum_{k=1}^{n} G_{k} * F_{k}$.)
Lemma 7.1. Let $F, G \in \mathcal{M}^{n}, G \cdot F=1, f \in \mathrm{~L}^{1}(\mathbb{R})^{n}$ and $F+f \in \mathrm{U}_{n}\left(\mathcal{M}+\mathrm{L}^{1}\right)$. Then there exists $g \in \mathrm{~L}^{1}(\mathbb{R})^{n}$ such that $(G+g) \cdot(F+f)=1$.

If $F, G, f$ have their supports on $\mathbb{R}_{+}$, then we can have $g \in \mathrm{~L}^{1}\left(\mathbb{R}_{+}\right)^{n}$. In addition, if $F, G, f$ are real-valued, then we can have $g$ real-valued.

Proof.
$1^{\circ}$ Replace all measures/functions by their Laplace transforms. Since $G \cdot f \in \mathcal{F}{ }^{1}$, by the Riemann-Lebesgue Lemma there exists $R<\infty$ such that $|(1+G \cdot f)(z)| \geq \epsilon>0$ for $|z|>R$. With $\phi(z):=(z+1)^{-1} \in \mathcal{F} \mathrm{~L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right),|(1+G \cdot f, \phi)| \geq \min \{\epsilon, 1 /(R+1)\}>0$. By Theorem 4.3, this means that $(1+G \cdot f, \phi) \in \mathcal{F} \mathrm{U}_{2}\left(\mathbb{C} \delta_{0}+\mathrm{L}^{1}\right)$.

From Corollary 5.21, bsr $\mathbb{C} \delta_{0}+\mathrm{L}^{1}=1$. So there exists $h \in \mathcal{F} \mathbb{C} \delta_{0}+\mathrm{L}^{1}$ such that $h_{1}:=1+G \cdot f+h \phi \in \mathcal{F} \mathrm{U}_{1}\left(\mathbb{C} \delta_{0}+\mathrm{L}^{1}\right)$. Pick $w \in \mathcal{F}\left(\mathcal{M}+\mathrm{L}^{1}\right)^{n}$ such that $w \cdot(F+f)=1$. With $g_{1}:=h \phi w \in(\mathcal{F L})^{n},\left(G+g_{1}\right) \cdot(F+f)=1+G \cdot f+h \phi w \cdot(F+f)=h_{1}$. By Lemma 4.1, we have $h_{1}^{-1}=1+h_{2} \in \mathcal{F} \mathbb{C} \delta_{0}+\mathrm{L}^{1}$ for some $h_{2} \in \mathcal{F} \mathrm{~L}^{1}$, and so $h_{1}^{-1}\left(G+g_{1}\right)=G+g$, where $g:=h_{2} G+g_{1}+h_{2} g_{1} \in\left(\mathcal{F} L^{1}\right)^{n}$.
$2^{\circ}$ Now we consider the original measures instead of their transforms. If $F, G, f$ have their supports on $\mathbb{R}_{+}$, then so have the measures in $1^{\circ}$. If $F$ and $f$ are real-valued, we can replace $G+g$ by $G_{R}+g_{r}$ (by Lemma 4.4); if $G$ is real-valued, then $G=G_{R}$.

Next we note that if the discrete part of a measure is unimodular (left-invertible), then so is the whole measure iff its transform has no "finite" zeros.

Lemma 7.2. Let $\mu \in \mathcal{M}^{n}$ and $f \in \mathrm{~L}^{1}(\mathbb{R})^{n}$. Then $\mu+f \in \mathrm{U}_{n}\left(\mathcal{M}+\mathrm{L}^{1}\right)$ iff $\mu \in \mathrm{U}_{n}(\mathcal{M})$ and $\widehat{\mu}+\widehat{f} \neq 0$ on $i \mathbb{R}$.

Let $\mu \in\left(\mathcal{M}_{+}\right)^{n}$ and $f \in \mathrm{~L}^{1}\left(\mathbb{R}_{+}\right)^{n}$. Then $\mu+f \in \mathrm{U}_{n}\left(\mathcal{M}_{+}+\mathrm{L}_{+}^{1}\right)$ iff $\mu \in \mathrm{U}_{n}\left(\mathcal{M}_{+}\right)$and $\widehat{\mu}+\widehat{f} \neq 0$ on $\overline{\mathbb{C}_{+}}$.

Proof. We prove the first equivalence; the proof of the second one is analogous.
By Lemma 4.1 and Theorem 4.3, the "only if" claim holds. Assume then that $\mu \in \mathrm{U}_{n}(\mathcal{M})$ and $\widehat{\mu}+\widehat{f} \neq 0$ on $i \mathbb{R}$. By Theorem 4.3, $\epsilon:=\inf _{i \mathbb{R}}|\widehat{\mu}|>0$.

From the Riemann-Lebesgue Lemma, there exists $R<\infty$ such that $|f(z)|<\epsilon / 2$ when $|z|>R$. But $\delta:=\inf _{|z| \leq R}|\widehat{\mu}+\widehat{f}|>0$, and so $|\widehat{\mu}+\widehat{f}| \geq \min \{\delta, \epsilon / 2\}$ everywhere. It follows from Theorem 4.3 that $\mu+f \in \mathrm{U}_{n}\left(\mathcal{M}+\mathrm{L}^{1}\right)$.

Now we extend the above result to $\mathcal{A}$ in place of $\mathcal{M}$ (and include the real case).
Lemma 7.3. Assume that $\mathcal{A}$ is a subalgebra of $\mathcal{M}$ and that $\bar{F} \in \mathcal{A}$ for every $F \in \mathcal{A}$ (or drop the claims on $\mathcal{A}_{\mathbb{R}}, \mathcal{M}_{\mathbb{R}}$ and $\mathcal{M}_{+\mathbb{R}}$ below). Then $\mathcal{A}^{\prime}:=\mathcal{A}+\mathrm{L}^{1}(\mathbb{R})$ is a subalgebra of $\mathcal{M}+\mathrm{L}^{1}(\mathbb{R})$, and $\mathrm{U}_{n}\left(\mathcal{A}_{\mathbb{R}}^{\prime}\right)=\mathcal{A}_{\mathbb{R}}^{\prime} \cap \mathrm{U}_{n}\left(\mathcal{A}^{\prime}\right)$.

Let $\mu \in \mathcal{A}^{n}$ and $f \in \mathrm{~L}^{1}(\mathbb{R})^{n}$. Then $\mu+f \in \mathrm{U}_{n}\left(\mathcal{A}+\mathrm{L}^{1}(\mathbb{R})\right)$ iff $\widehat{\mu}+\widehat{f} \neq 0$ on i $\mathbb{R}$ and $\mu \in \mathrm{U}_{n}(\mathcal{A})$, or equivalently, iff $\mu+f \in \mathrm{U}_{n}\left(\mathcal{M}+\mathrm{L}^{1}(\mathbb{R})\right)$ and $\mu \in \mathrm{U}_{n}(\mathcal{A})$.

The above also holds if we replace $\mathcal{M}$ by $\mathcal{M}_{+}$(respectively, $\left.\mathcal{M}_{\mathbb{R}}, \mathcal{M}_{+\mathbb{R}}\right), \mathrm{L}^{1}(\mathbb{R})$ by $\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)$ (respectively, $\mathrm{L}^{1}(\mathbb{R} ; \mathbb{R}), \mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)$ ), and $i \mathbb{R}$ by $\overline{\mathbb{C}_{+}}$(respectively, $i \mathbb{R}, \overline{\mathbb{C}_{+}}$).

By Lemma 4.2 , this shows that $X(\mathcal{A}) \cup i \mathbb{R}$ is dense in $X\left(\mathcal{A}+\mathrm{L}^{1}(\mathbb{R})\right)$.
Proof. Obviously $\mathcal{A}+\mathrm{L}^{1}$ is a subalgebra of $\mathcal{M}$ (it is a Banach algebra iff $\mathcal{A}$ is complete). The claim $\mathrm{U}_{n}\left(\mathcal{A}_{\mathbb{R}}^{\prime}\right)=\mathcal{A}_{\mathbb{R}}^{\prime} \cap \mathrm{U}_{n}\left(\mathcal{A}^{\prime}\right)$ follows by taking the real part of a left inverse.

If $\mu+f \in \mathrm{U}_{n}\left(\mathcal{A}^{\prime}\right)$ (that is, $(G+g) \cdot(\mu+f)=1$ for some $\left.G+g \in\left(\mathcal{A}^{\prime}\right)^{n} \subset\left(\mathcal{M}+\mathrm{L}^{1}\right)^{n}\right)$, then from Theorem 4.3 we get $\inf _{i \mathbb{R}}|\widehat{\mu}+\widehat{f}|>0$, and $G \cdot \mu=I$, so $\mu \in \mathrm{U}_{n}(\mathcal{A})$.

Conversely, if $\mu \in \mathrm{U}_{n}(\mathcal{A})$ (that is, $G \cdot \mu=1$ for some $G \in \mathcal{A}$ ), and $\widehat{\mu}+\widehat{f} \neq 0$ on $i \mathbb{R}$, then from Lemma $7.2, \mu+f \in \mathrm{U}_{n}\left(\mathcal{M}+\mathrm{L}^{1}\right)$. By Lemma 7.1, $(G+g) \cdot(\mu+f)=1$ for some $g \in \mathrm{~L}^{1}(\mathbb{R})^{n}$, and so $\mu+f \in \mathrm{U}_{n}\left(\mathcal{A}^{\prime}\right)$.

The above proof also applies in the three other cases (use Theorem 4.5 for real-valued measures).

If the corona theorem holds for some subalgebra $\mathcal{A}$ of $\mathcal{M}$, then it also holds for $\mathcal{A}+\mathrm{L}^{1}$ (that is, $i \mathbb{R}$ is then also dense in $X\left(\mathcal{A}+\mathrm{L}^{1}\right)$ ), etc., as shown below.

Corollary $7.4\left(\mathcal{A}+\mathrm{L}^{1}\right.$ corona). Let $\mathcal{A} \subset \mathcal{M}$ be a $n$-full (that is, $\mathrm{U}_{n}(\mathcal{A})=\mathcal{A}^{n} \cap \mathrm{U}_{n}(\mathcal{M})$ ) subalgebra of $\mathcal{M}$, and that $\bar{F} \in \mathcal{A} \forall F \in \mathcal{A}$ (or drop the claims on $\mathcal{A}_{\mathbb{R}}$ ). Then $\mathrm{U}_{n}\left(\mathcal{A}+\mathrm{L}^{1}\right)=$ $\left(\mathcal{A}+\mathrm{L}^{1}\right)^{n} \cap \mathrm{U}_{n}\left(\mathcal{M}+\mathrm{L}^{1}\right)$, and $\mathrm{U}_{n}\left(\mathcal{A}_{\mathbb{R}}+\mathrm{L}^{1}(\mathbb{R} ; \mathbb{R})\right)=\left(\mathcal{A}_{\mathbb{R}}+\mathrm{L}^{1}(\mathbb{R} ; \mathbb{R})\right)^{n} \cap \mathrm{U}_{n}\left(\mathcal{M}+\mathrm{L}^{1}\right)$, hence then the Corona Theorem $4.3\left(\right.$ a1) holds for $\mathcal{A}, \mathcal{A}_{\mathbb{R}}, \mathcal{A}+\mathrm{L}^{1}$ and $\mathcal{A}_{\mathbb{R}}+\mathrm{L}^{1}(\mathbb{R} ; \mathbb{R})$ (for this n).

The above also holds with (a1), $\mathcal{M}, \mathrm{L}^{1}, \mathrm{~L}^{1}(\mathbb{R} ; \mathbb{R})$ and $i \mathbb{R}$ replaced by (a2), $\mathcal{M}_{+}, \mathrm{L}_{+}^{1}$, $\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)$ and $\mathbb{C}_{+}$, respectively.

Proof. The first two claims follow from Lemmata 7.3 and 4.1 and $n$-fullness. Then the corona claim follows from Theorem 4.3 (applied to $\mathcal{M}$ and for $\mathcal{M}+\mathrm{L}^{1}$ ). The other cases are analogous (Theorem 4.5).

By polynomials of atoms we mean finite linear combinations of $\delta_{r}(r \in \mathbb{R})$. The Laplace transform of a polynomial of atoms is of the form $\sum_{k=1}^{n} a_{k} \mathrm{e}^{-\cdot r_{k}}$, and so entire.

We denote $\mathcal{M}$ (respectively, $\mathcal{M}_{+}$) by $(\mathcal{M})_{\mathbb{K}}\left(\right.$ respectively, $\left.\left(\mathcal{M}_{+}\right)_{\mathbb{K}}\right)$ if $\mathbb{K}=\mathbb{C}$. Note that $\mathbb{K}+\mathrm{L}^{1}(\mathbb{R} ; \mathbb{K})=\left(\mathbb{C} \delta_{0}+\mathrm{L}^{1}\right)_{\mathbb{K}}$. Next we show that the "finite" zeros of an element of $\mathcal{M}+\mathrm{L}^{1}$ on $i \mathbb{R}$ or of an element of $\left(\mathcal{M}_{+}+\mathrm{L}_{+}^{1}\right)^{n}$ on $\overline{\mathbb{C}_{+}}$can be removed by an arbitrarily small perturbation.
Lemma 7.5. If $\mathcal{F}^{-1} F \in(\mathcal{M})_{\mathbb{K}}$ is a polynomial of atoms, $f \in \mathcal{F} L^{1}(\mathbb{R} ; \mathbb{K})$, and $\epsilon>0$, then there exists $g \in \mathbb{K} 1+\mathcal{F} \mathrm{L}^{1}(\mathbb{R} ; \mathbb{K})$ such that $\|g\|<\epsilon$ and $F+f+g$ has no zeros on $i \mathbb{R}$.

If $n \geq 2, F \in \mathcal{F}\left(\mathcal{M}_{+}\right)_{\mathbb{K}}^{n}, \mathcal{F}^{-1} F_{2}$ is a polynomial of atoms, $f \in \mathcal{F} \mathrm{~L}^{1}\left(\mathbb{R}_{+} ; \mathbb{K}\right)^{n}$, and $\epsilon>0$, then there exists $c \in \mathbb{R}, h \in \mathcal{F} \mathrm{~L}^{1}\left(\mathbb{R}_{+} ; \mathbb{K}\right)$ such that $\|(c, h)\|<\epsilon$ and $F+f+g$ has no zeros on $\overline{\mathbb{C}_{+}}$, where $g:=(c, h, 0, \cdots, 0)$.
Proof. By density, in $1^{\circ}$ and $2^{\circ}$ we can replace $f$ by $\hat{w}$, where $w$ is continuous with compact support (in the end, set $g:=c+\hat{w}-f$ ) so that $f$ becomes entire; similarly, replace $f_{2}$ by $\hat{w}$ in $3^{\circ}$.
$1^{\circ}$ Case $\mathbb{K}=\mathbb{C}, \mathcal{F}^{-1} F \in \mathcal{M}$. The set $E:=(F+f)[i \mathbb{R}] \subset \mathbb{C}$ has zero measure, by Lemma A. 2 (because $F$ and $f$ are holomorphic, hence $C^{1}$ ). Pick any $c \in-E^{c}$ such that $F+f+c \neq 0$ on $i \mathbb{R}$.
$2^{\circ}$ Case $\mathbb{K}=\mathbb{R}, \mathcal{F}^{-1} F \in(\mathcal{M})_{\mathbb{R}}$. Now $f(i r)=\int_{\mathbb{R}} \mathrm{e}^{-i r t} w(t) d t$ for some $w \in C(\mathbb{R} ; \mathbb{R})$ with compact support. Moreover, $F(z)=\sum_{k=1}^{m} a_{k} \mathrm{e}^{-z T_{k}}$ for some $m, a_{k}, T_{k}$. Therefore,

$$
G(r):=-\operatorname{Im}(F+f)(i r)=\sum_{k=1}^{m} a_{k} \sin r T_{k}+\int_{\mathbb{R}} w(t) \sin r t d t \quad(r \in \mathbb{R}) .
$$

Since $G$ is the restriction to $\mathbb{R}$ of an entire function, the zeros of $G$ are isolated. So $\operatorname{Im}(F+f)$ has a countable number of zeros on $i \mathbb{R}$, that is, $E:=(F+f)[i \mathbb{R}] \cap \mathbb{R}$ is countable. Let $-c \in(-\epsilon, \epsilon) \backslash E$. Then $F+f+c$ has no zeros on $i \mathbb{R}$.
$3^{\circ}$ Case $\mathcal{F}^{-1} F \in \mathcal{M}_{+}, \mathbb{K}=\mathbb{C}$ or $\mathbb{K}=\mathbb{R}$. Since $F_{2}+f_{2}$ is holomorphic, the set $Z:=$ $\left\{z \in \overline{\mathbb{C}_{+}}:\left(F_{2}+f_{2}\right)(z)=0\right\}$ is countable. Let $E:=\left(F_{1}+f_{1}\right)[Z]$, and $-c \in(-\epsilon, \epsilon) \backslash E$. Then $F_{1}+f_{1}+c$ has no zeros on $Z$, hence $F+f+(c, 0,0, \cdots, 0)$ has no zeros on $\overline{\mathbb{C}_{+}}$.

In Lemma 7.5, the function $F+f+g$ might still have zeros at some other points of the maximal ideal space (of some relevant algebra, such as $\mathcal{M}+\mathrm{L}^{1}$ ). However, that cannot happen if $F$ is unimodular, by Lemma 7.3.

In our examples of algebras $\mathcal{A} \subset \mathcal{M}$, the polynomials of atoms contained in $\mathcal{A}$ are dense in $\mathcal{A}$, so the following proposition can be applied. This shows that enlarging $\mathcal{A}$ by $\mathrm{L}^{1}$ functions does not increase tsr $\mathcal{A}$.
Theorem 7.6. Assume that $\mathcal{A}$ is a Banach subalgebra ${ }^{5}$ of $\mathcal{M}$ and that the polynomials of atoms contained in $\mathcal{A}$ are dense in $\mathcal{A}$.

Then $\operatorname{tsr}\left(\mathcal{A}+\mathrm{L}^{1}(\mathbb{R})\right)=\operatorname{tsr} \mathcal{A}$. If $\mathcal{A} \subset \mathcal{M}_{+}$, then $\operatorname{tsr}\left(\mathcal{A}+\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)\right)=\max \{\operatorname{tsr} \mathcal{A}, 2\}$.
Assume, instead, that $\mathcal{A}$ is a Banach subalgebra of $\mathcal{M}_{\mathbb{R}}$, and that the polynomials of atoms contained in $\mathcal{A}$ are dense in $\mathcal{A}$.

Then $\operatorname{tsr}\left(\mathcal{A}+\mathrm{L}^{1}(\mathbb{R} ; \mathbb{R})\right)=\operatorname{tsr} \mathcal{A}$. If $\mathcal{A} \subset \mathcal{M}_{+\mathbb{R}}$, then $\operatorname{tsr}\left(\mathcal{A}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)\right)=\max \{\operatorname{tsr} \mathcal{A}, 2\}$.
Proof.
$0^{\circ}$ If $n:=\operatorname{tsr}\left(\mathcal{A}+\mathrm{L}^{1}\right), \mu \in \mathcal{A}^{n}$ and $\epsilon>0$, then $\epsilon>\left\|\mu^{\prime}+f-\mu\right\|=\left\|\mu^{\prime}-\mu\right\|+\|f\|$ for some $\mu^{\prime}+f \in \mathrm{U}_{n}\left(\mathcal{A}+\mathrm{L}^{1}\right)$; by the proof of Lemma 4.1 , then $\mu^{\prime} \in \mathrm{U}_{n}(\mathcal{A})$, hence then

[^4]$\operatorname{tsr} \mathcal{A} \leq n$. Thus, $\operatorname{tsr} \mathcal{A} \leq \operatorname{tsr}\left(\mathcal{A}+\mathrm{L}^{1}\right)$. Similarly, we get the other four " $\geq$ " signs (use, e.g., Lemma 5.11 for the two $\geq 2$ results).
$1^{\circ}$ The claim $\operatorname{tsr}\left(\mathcal{A}+\mathrm{L}^{1}(\mathbb{R})\right) \leq \operatorname{tsr} \mathcal{A}$. Set $n:=\operatorname{tsr} \mathcal{A}$. Let $F \in \mathcal{F} \mathcal{A}^{n}, f \in\left(\mathcal{F L}^{1}\right)^{n}, \epsilon>0$ be given. Define $\mathcal{F} \mathcal{A}^{\prime}:=\mathcal{F}\left(\mathcal{A}+\mathrm{L}^{1}\right)$. We shall show that $F+f \in \overline{\mathrm{U}_{n}\left(\mathcal{F} \mathcal{A}^{\prime}\right)}$ (and so $\left.\operatorname{tsr} \mathcal{F} \mathcal{A}^{\prime} \leq n\right)$. Since $\operatorname{tsr} \mathcal{A} \leq n$, by density we can assume that $F \in \mathrm{U}_{n}$ (that is, $G \cdot F=1$ for some $G \in \mathcal{F} \mathcal{A}^{n}$ ); we can simultaneously assume that $F$ is a polynomial of atoms, by density and Lemma 3.4 (and $n$-fullness, if $\mathcal{A}$ is not complete).

By Lemma 7.5 , there exists $g \in\left(\mathcal{F} \mathcal{A}^{\prime}\right)^{n}$ such that $F+f+g$ has no zeros on $i \mathbb{R}$. From Lemma 7.3, it follows that $F+f+g \in \mathrm{U}_{n}\left(\mathcal{A}+\mathrm{L}^{1}\right)$.
$2^{\circ}$ The claim $\operatorname{tsr}\left(\mathcal{A}+\mathrm{L}^{1}(\mathbb{R} ; \mathbb{R})\right) \leq \operatorname{tsr} \mathcal{A}$. The above proof still applies.
$3^{\circ}$ The claims $\operatorname{tsr}\left(\mathcal{A}+\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)\right) \leq \max \{\operatorname{tsr} \mathcal{A}, 2\}$ and $\operatorname{tsr}\left(\mathcal{A}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)\right) \leq \max \{\operatorname{tsr} \mathcal{A}, 2\}$. Let $n:=\max \{\operatorname{tsr} \mathcal{A}, 2\}$ and work as in $1^{\circ}$ (recall Lemma 3.1).

Almost analogous results hold for Bass stable ranks as well.
Theorem 7.7. Assume that $\mathcal{A}$ is a Banach subalgebra of $\mathcal{M}$, and that the polynomials of atoms contained in $\mathcal{A}$ are dense in $\mathcal{A}$.

Then $\operatorname{bsr}\left(\mathcal{A}+\mathrm{L}^{1}(\mathbb{R})\right)=\operatorname{bsr} \mathcal{A}$. If $\mathcal{A} \subset \mathcal{M}_{+}$, then $\operatorname{bsr}\left(\mathcal{A}+\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)\right)=\operatorname{bsr} \mathcal{A}$.
Assume, instead, that $\mathcal{A}$ is a Banach subalgebra of $\mathcal{M}_{\mathbb{R}}$, and that the polynomials of atoms contained in $\mathcal{A}$ are dense in $\mathcal{A}$.

Then $\operatorname{bsr}\left(\mathcal{A}+\mathrm{L}^{1}(\mathbb{R} ; \mathbb{R})\right)=\operatorname{bsr} \mathcal{A}$. If $\mathcal{A} \subset \mathcal{M}_{+\mathbb{R}}$, then $\operatorname{bsr}\left(\mathcal{A}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)\right)=\max \{\operatorname{bsr} \mathcal{A}, 2\}$.
Proof.
$0^{\circ}$ We have $\operatorname{bsr}\left(\mathcal{A}+\mathrm{L}^{1}\right) \geq \max \left\{\operatorname{bsr} \mathcal{A}, \operatorname{bsr} \mathbb{C} \delta_{0}+\mathrm{L}^{1}\right\}$, by Lemma 3.9. Therefore, only $\operatorname{bsr}\left(\mathcal{A}+\mathrm{L}^{1}\right) \leq \operatorname{bsr} \mathcal{A}$ needs to be proved. Similarly, from Corollary 5.22 it follows that when $\mathcal{A} \subset \mathcal{M}_{+}$, we have $\operatorname{bsr}\left(\mathcal{A}+\mathrm{L}_{+}^{1}\right) \geq \max \left\{\operatorname{bsr} \mathcal{A}, \operatorname{bsr} \mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}\right\}=\max \{\operatorname{bsr} \mathcal{A}, 2\}$, so also then only the converses need to be proved. Analogous claims hold for the real cases too.
$1^{\circ}$ We prove that $\operatorname{bsr}\left(\mathcal{A}+\mathrm{L}^{1}(\mathbb{R})\right) \leq \operatorname{bsr} \mathcal{A}$. Set $n:=\operatorname{bsr} \mathcal{A}, \mathcal{F} \mathcal{A}^{\prime}:=\mathcal{F}\left(\mathcal{A}+\mathrm{L}^{1}(\mathbb{R})\right)$. Let $F \in \mathcal{F} \mathcal{A}^{n}, f \in \mathcal{F} \mathrm{~L}^{1}(\mathbb{R})^{n}, G \in \mathcal{F} \mathcal{A}$ and $g \in \mathcal{F} \mathrm{~L}^{1}(\mathbb{R})$ be such that

$$
(a, b):=(F+f, G+g) \in \mathrm{U}_{n+1}\left(\mathcal{F} \mathcal{A}^{\prime}\right)
$$

It suffices to find $H+h \in \mathcal{F}\left(\mathcal{A}+\mathrm{L}^{1}(\mathbb{R})\right)^{n}$ such that $a+b(H+h) \in \mathcal{F} \mathrm{U}_{n}\left(\mathcal{A}+\mathrm{L}^{1}(\mathbb{R})\right)$.
By Lemma $7.3,(F, G) \in \mathrm{U}_{n+1}(\mathcal{F} \mathcal{A})$. As bsr $\mathcal{A} \leq n$, there exists $H \in \mathcal{F} \mathcal{A}^{n}$ such that $w:=F+G H \in \mathrm{U}_{n}(\mathcal{F} \mathcal{A})$. Set $v:=a+b H=w+f+g H \in \mathcal{F} \mathcal{A}^{n}$. Then $(v, b) \in \mathrm{U}_{n+1}\left(\mathcal{F} \mathcal{A}^{\prime}\right)$, by Lemma 3.10. If $f^{\prime}:=f+g H$, then $v=w+f^{\prime}$. From Lemma 7.3 , it follows that $(v, b \phi) \in \mathrm{U}_{n+1}\left(\mathcal{F} \mathcal{A}^{\prime}\right)$, where $\phi(z):=(1+z)^{-1}$. Since $\mathcal{F} \mathcal{A}^{\prime}$ is commutative, this means that there exist $w^{\prime}+g^{\prime} \in\left(\mathcal{F} \mathcal{A}^{\prime}\right)^{n}$ (with $w^{\prime} \in \mathcal{F} \mathcal{A}^{n}$, $\left.g^{\prime} \in \mathcal{F} \mathrm{L}^{1}(\mathbb{R})^{n}\right)$ and $b^{\prime} \in \mathcal{F} \mathcal{A}^{\prime}$ such that $1=v \cdot\left(w^{\prime}+g^{\prime}\right)+b \phi b^{\prime}$. As $\phi \in \mathcal{F} \mathrm{L}^{1}$, this implies that $w \cdot w^{\prime}=1$, by (the proof of) Lemma 4.1, and so $w^{\prime} \in \mathrm{U}_{n}(\mathcal{F} \mathcal{A})$.

Let $\mathcal{F}^{-1} u \in \mathrm{U}_{n}(\mathcal{A})$ be a polynomial of atoms (we can have $u$ arbitrarily close to $\left.w^{\prime}\right)$. By Lemma 7.5 , there exists $g^{\prime \prime} \in\left(\mathbb{C} 1+\mathcal{F} L^{1}(\mathbb{R})\right)^{n}$ such that $u+g^{\prime \prime}$ is arbitrarily close to $u+g^{\prime}$ but has no zeros, and so $x:=u+g^{\prime \prime} \in \mathrm{U}_{n}\left(\mathcal{F} \mathcal{A}^{\prime}\right)$, from Lemma 7.3. With $x$ sufficiently close to $w^{\prime}+g^{\prime}$ we have $\mathrm{U}_{1}\left(\mathcal{F} \mathcal{A}^{\prime}\right) \ni v \cdot x+b \phi b^{\prime}=$ : $y$. Pick $x^{\prime} \in \mathrm{U}_{n}\left(\mathcal{F} \mathcal{A}^{\prime}\right)$ such that $x^{\prime} \cdot x=1$. Set $h:=\phi b^{\prime} x^{\prime}$. Then

$$
(v+b h) \cdot x y^{-1}=\left(v \cdot x+b \phi b^{\prime} x^{\prime} \cdot x\right) y^{-1}=y y^{-1}=1
$$

and so $v+b h \in \mathrm{U}_{n}\left(\mathcal{F} \mathcal{A}^{\prime}\right)$. But $v+b h=a+b(H+h)$ and $H+h \in\left(\mathcal{F} \mathcal{A}^{\prime}\right)^{n}$. Since $(a, b) \in \mathrm{U}_{n+1}\left(\mathcal{F} \mathcal{A}^{\prime}\right)$ was arbitrary, bsr $\mathcal{F} \mathcal{A}^{\prime} \leq n$.
$2^{\circ}$ Part $1^{\circ}$, mutatis mutandis, also establishes the inequalities $\operatorname{bsr}\left(\mathcal{A}+\mathrm{L}^{1}(\mathbb{R} ; \mathbb{R})\right) \leq \operatorname{bsr} \mathcal{A}$ and $\operatorname{bsr}\left(\mathcal{A}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{K}\right)\right) \leq n$ for $n:=\max \{\operatorname{bsr} \mathcal{A}, 2\}$, under corresponding assumptions. Thus it remains to assume that $\mathcal{A} \subset \mathcal{M}_{+}$and $\operatorname{bsr} \mathcal{A}=1$ and to show that bsr $\mathcal{A}^{\prime}=1$, where $\mathcal{A}^{\prime}:=\mathcal{A}+\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)$.

To that end, we work as in $1^{\circ}$ with $n:=1$ to observe that $(v, b \phi) \in \mathrm{U}_{2}\left(\mathcal{F} \mathcal{A}^{\prime}\right)$, where $v=w+f^{\prime}$ (but we cannot apply Lemma 7.5). Note that $\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1} \subset \mathcal{A}^{\prime}$. By Lemma 3.10, we have $\left(1+w^{-1} f^{\prime}, b \phi\right) \in \mathrm{U}_{2}\left(\mathcal{F} \mathcal{A}^{\prime}\right)$. But $\left(1+w^{-1} f^{\prime}, b \phi\right) \in\left(\mathbb{C}+\mathcal{F} \mathrm{L}^{1}\left(\mathbb{R}_{+}\right)\right)^{2}$. Apply Lemma 7.3 to $\mathcal{A}^{\prime}$ and to $\mathbb{C} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)$to get that $\left(1+w^{-1} f^{\prime}, b \phi\right) \in \mathrm{U}_{2}(\mathbb{C}+$ $\mathcal{F} L^{1}\left(\mathbb{R}_{+}\right)$).

Since $\operatorname{bsr}\left(\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}\right)=1$, by Corollary 5.22 , there exists $h_{0} \in \mathcal{F} \mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}$ such that $x:=1+w^{-1} f^{\prime}+b \phi h_{0} \in \mathcal{F} \mathrm{U}_{1}\left(\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}\right)$. So $\left(w+f^{\prime}+b \phi h_{0} w\right) w^{-1} x^{-1}=1$. If $h:=\phi h_{0} w$, then $v+b h \in \mathrm{U}_{1}$. Hence bsr $\mathcal{A}^{\prime} \leq 1$, as in $1^{\circ}$.

Remark 7.8. Instead of $\mathcal{A}$ being a Banach subalgebra of $\mathcal{M}$, in Theorems 7.6 and 7.7 it suffices to assume that $\mathcal{A}$ is a topological subring of $\mathcal{M}$ (with the inherited or even weaker topology) and that $\mathrm{U}_{n}(\mathcal{A})$ is open for every $n \geq 1$ (this last condition is satisfied if $\mathcal{A}$ is $n$-full in some Banach subalgebra of $\mathcal{M}$ or of $\mathcal{M}_{\mathbb{R}}$ ).
(Use [37, Theorem 4] instead of Lemma 3.9 in the proof of Theorem 7.7.)
From Theorems 7.6 and 7.7 and Corollaries 5.14 and 5.17, we get the following.
Corollary 7.9. We have $\operatorname{bsr}\left(\mathcal{M}^{(n)}+\mathrm{L}^{1}\right)=\operatorname{bsr} \mathcal{M}^{(n)}=\lfloor n / 2\rfloor+1=\operatorname{tsr}\left(\mathcal{M}^{(n)}+\mathrm{L}^{1}\right)=$ $\operatorname{tsr} \mathcal{M}^{(n)}, \operatorname{bsr}\left(\mathcal{M}^{(n)}+\mathrm{L}^{1}\right)_{\mathbb{R}}=\operatorname{bsr}\left(\mathcal{M}^{(n)}\right)_{\mathbb{R}}=\lfloor n / 2\rfloor+1=\operatorname{tsr}\left(\mathcal{M}^{(n)}+\mathrm{L}^{1}\right)_{\mathbb{R}}=\operatorname{tsr}\left(\mathcal{M}^{(n)}\right)_{\mathbb{R}}$, and $\operatorname{bsr}\left(\mathcal{M}_{+}^{\left(n^{+}\right)}+\mathrm{L}_{+}^{1}\right)=\operatorname{bsr} \mathcal{M}_{+}^{\left(n^{+}\right)}=\lfloor n / 2\rfloor+1, \operatorname{tsr}\left(\mathcal{M}_{+}^{\left(n^{+}\right)}+\mathrm{L}_{+}^{1}\right)=\operatorname{tsr} \mathcal{M}_{+}^{\left(n^{+}\right)}=n+1$, $\operatorname{bsr}\left(\mathcal{M}_{+}^{\left(n^{+}\right)}+\mathrm{L}_{+}^{1}\right)_{\mathbb{R}}=\operatorname{bsr}\left(\mathcal{M}_{+}^{\left(n^{+}\right)}\right)_{\mathbb{R}}=n+1=\operatorname{tsr}\left(\mathcal{M}_{+}^{\left(n^{+}\right)}+\mathrm{L}_{+}^{1}\right)_{\mathbb{R}}=\operatorname{tsr}\left(\mathcal{M}_{+}^{\left(n^{+}\right)}\right)_{\mathbb{R}}$.

Now we have proved our main theorem.
Proof of Theorem 1.2: The bsr and tsr results on $C\left(\mathbb{T}^{n}\right), \ell^{1}\left(\mathbb{Z}^{n}\right)$, and $\mathcal{M}^{(n)}$ are from Corollary 5.14, those on $A\left(\mathbb{D}^{n}\right), \ell^{1}\left(\mathbb{N}^{n}\right)$, and $\mathcal{M}_{+}^{\left(n^{+}\right)}$are from Corollary 5.17 , those on $\mathbb{C} \delta_{0}+\mathrm{L}^{1}$ from Corollary 5.21, and those on $\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}$ from Corollary 5.22.

The results on $\mathcal{M}^{(n)}+\mathrm{L}^{1}$ and $\mathcal{M}_{+}^{\left(n^{+}\right)}+\mathrm{L}_{+}^{1}$ are from Corollary 7.9. All " $\infty$ " entries are from Corollaries 6.3 and 6.4 (with Proposition 3.2).

As one observes from the proofs, many of our results on $\mathcal{M}$ also hold for AP and for the classes in between. Indeed, in many results one can replace $\mathcal{M}$ by $A$ and $\mathcal{M}_{+}$by $A \cap \mathrm{AP}_{+}$ if $\mathcal{M} \subset A \subset \mathrm{AP}$, and $A$ is a Banach algebra and a subalgebra of AP, and the sup-norm is continuous on $A$.

## 8. Discrete measures whose supports lie on $S \subset \mathbb{R}$

Let $S$ be an additive subgroup of $\mathbb{R}$ (that is, $0 \in S=S-S \subset \mathbb{R}$ ). Then $\ell^{1}(S)$ and $\ell^{1}\left(S \cap \mathbb{R}_{+}\right)$are closed subalgebras of $\ell^{1}(\mathbb{R})$. They are obviously isometrically isomorphic to $\mathcal{M}^{(S)}$ and $\mathcal{M}^{S \cap \mathbb{R}_{+}}$(through $\left.\ell^{1}(S) \ni a \mapsto \sum_{s \in S} a_{s} \delta_{s} \in \mathcal{M}^{(S)}\right)$, where

$$
\begin{equation*}
\mathcal{M}^{(S)}:=\{\mu \in \mathcal{M}:|\mu|(\mathbb{R} \backslash S)=0\}, \tag{16}
\end{equation*}
$$

the complex Banach algebra of discrete measures on $S$. If $\mu \in \mathcal{M}^{n}$, then we set $\mu_{S}:=$ $\sum_{r \in S} \mu(\{r\}) \delta_{r} \in \mathcal{M}_{S}^{n}$ (note that $\left.\mu=\sum_{r \in \mathbb{R}} \mu(\{r\}) \delta_{r}\right)$. We also set $\mathcal{M}_{+}^{(S)}:=\mathcal{M}^{(S)} \cap \mathcal{M}_{+}=$ $\mathcal{M}^{S \cap \mathbb{R}_{+}}$. The algebra $\mathcal{M}^{(S)}$ was denoted by $\mathrm{APW}_{S}$ in [24].

In (the corona theorem) Proposition 8.2 we show that $i \mathbb{R}$ (respectively, $\mathbb{C}_{+}$) is dense in the maximal ideal space of $\mathcal{M}^{(S)}$ (respectively, $\mathcal{M}_{+}^{(S)}$. In Theorem 8.1 we compute the stable ranks of these algebras. Analogous results for the algebras $\mathrm{AP}^{S}$ and $\mathrm{AP}_{+}^{S}$, the closures of $\mathcal{F} \mathcal{M}^{(S)}$ and $\mathcal{F} \mathcal{M}_{+}^{(S)}$ under the supremum norm, are given in Corollary 8.3. As a special case we obtain corresponding results for $\mathcal{M}_{+}^{(n)}:=\mathcal{M}_{n} \cap \mathcal{M}_{+}$, which is isomorphic to $\ell^{1}(E)$, where $E:=\left\{\alpha \in \mathbb{Z}^{n}: \alpha \cdot T \geq 0\right\}$.

But first we present the main result of this section. Here we show, for example, that $\operatorname{bsr} \mathcal{M}^{(S)}=\operatorname{bsr} \mathcal{M}_{n}=\lfloor n / 2\rfloor+1$, where $n:=\operatorname{dim}_{\mathbb{Q}} S$ (the $\mathbb{Q}$-dimension of the $\mathbb{Q}$-vector space $S$, possibly infinite).

Theorem 8.1. Let $S$ be an additive subgroup of $\mathbb{R}$. Let $n:=\operatorname{dim}_{\mathbb{Q}} S$. Then

$$
\lfloor n / 2\rfloor+1=\operatorname{bsr} \mathcal{M}^{(S)}=\operatorname{bsr}\left(\mathcal{M}^{(S)}\right)_{\mathbb{R}}=\operatorname{tsr} \mathcal{M}^{(S)}=\operatorname{tsr}\left(\mathcal{M}^{(S)}\right)_{\mathbb{R}}
$$

and $\lfloor n / 2\rfloor+1 \leq \operatorname{bsr} \mathcal{M}_{+}^{(S)} \leq \operatorname{tsr} \mathcal{M}_{+}^{(S)} \leq \operatorname{tsr} \mathcal{M}_{+}^{(n)} \leq\lfloor(n+1) / 2\rfloor+1$. In particular, if $n=2 k \geq$ $2, k \in \mathbb{N}$, then $\operatorname{bsr} \mathcal{M}_{+}^{(S)}=\operatorname{tsr} \mathcal{M}_{+}^{(S)}=k+1=n / 2+1$. Moreover, $2=\operatorname{tsr} \mathcal{M}_{+}^{(S)}=\operatorname{bsr}\left(\mathcal{M}_{+}^{(S)}\right)_{\mathbb{R}}$ if $n=1$. The above also holds with $\left(\mathcal{M}_{+}^{(S)}\right)_{\mathbb{R}}$ in place of $\mathcal{M}_{+}^{(S)}$.

The proof is given at the end of this section. Note that $n$ does not characterize $S$; for example, we have $\operatorname{dim}_{\mathbb{Q}} S=1$ for $S$ equal to $\mathbb{Q}, \pi \mathbb{Z}$ or $\operatorname{span}_{\mathbb{Z}}\left\{7^{-k} 3^{-j}: k, j \in \mathbb{N}\right\}$.

Recall from Theorems 7.7 and 7.6 that $\operatorname{bsr}\left(\mathcal{M}^{(S)}+\mathrm{L}^{1}\right)=\operatorname{bsr} \mathcal{M}^{(S)}, \operatorname{tsr}\left(\mathcal{M}^{(S)}+\mathrm{L}^{1}\right)=$ $\operatorname{tsr} \mathcal{M}^{(S)}, \operatorname{bsr}\left(\mathcal{M}_{+}^{(S)}+\mathrm{L}_{+}^{1}\right)=\operatorname{bsr} \mathcal{M}_{+}^{(S)}$ etc.

Next we establish the corona theorem for $\mathcal{M}^{(S)}, \mathcal{M}_{+}^{(S)},\left(\mathcal{M}^{(S)}\right)_{\mathbb{R}}$ and $\left(\mathcal{M}_{+}^{(S)}\right)_{\mathbb{R}}$.
Proposition 8.2. Let $\mu \in\left(\mathcal{M}^{(S)}\right)^{n}$, where $S$ is as above. We have $\mu \in \mathrm{U}_{n}(\mathcal{M})$ iff $\mu \in$ $\mathrm{U}_{n}\left(\mathcal{M}^{(S)}\right)$.

In fact, if $\nu \in \mathcal{M}^{n}$ and $\nu \cdot \mu=\delta_{0}$, then $\nu_{S} \cdot \mu=\delta_{0}\left(\right.$ even $\left(\operatorname{Re} \nu_{S}\right) \cdot \mu=\delta_{0}$ if $\mu$ is real-valued; note that $\left.\operatorname{Re} \nu_{S} \in \mathcal{M}^{(S)}\right)$.

Thus, $\mu \in \mathrm{U}_{n}\left(\mathcal{M}_{+}\right) \Leftrightarrow \mu \in \mathrm{U}_{n}\left(\mathcal{M}_{+}^{(S)}\right)$, and if $\mu$ is real-valued, then the left inverse can additionally be taken real-valued.

Proof. The first claim follows from the second, which we prove below. Let $s \in S, r \in \mathbb{R}$. Then $r \in S \Leftrightarrow r+s \in S$, and so for any $\mu \in \mathcal{M}^{(S)} \backslash\{0\}$ we have $r \notin S \Leftrightarrow\left(\delta_{r} * \mu\right)_{S}=0$. Since $\delta_{0} \in \mathcal{M}^{(S)}$, we conclude that if $\mu, \nu \in \mathcal{M}^{n}$ and $\nu \cdot \mu=\delta_{0}$, then $\nu_{S} \cdot \mu=\delta_{0}$. If $\mu=\operatorname{Re} \mu$, then trivially $\left(\operatorname{Re} \nu_{S} \cdot \mu\right)=\delta_{0}$.

The real claims follow by symmetrization (Lemma 4.4).
The corona theorem for $\mathcal{M}_{+}^{(S)}$ was established already in [24, Theorem 2.4], with an upper bound for the left inverse.

From Proposition 8.2, we have $\mathrm{U}_{n}\left(\mathcal{M}^{(S)}\right)=\mathcal{M}_{S}^{n} \cap \mathrm{U}_{n}(\mathcal{M})$, so $\mathcal{M}^{(S)}$ is $n$-full in $\mathcal{M}$, for any $n \geq 1$. Therefore, $i \mathbb{R}$ (respectively, $\mathbb{C}_{+}$) is dense also in the maximal ideal space of $\mathcal{M}^{(S)}+\mathrm{L}^{1}$ (respectively, $\mathcal{M}_{+}^{(S)}+\mathrm{L}_{+}^{1}$ ), by Corollary 7.4.

Now we can establish the corona theorems and compute the stable ranks of corresponding algebras of almost periodic functions. Denote by $\mathrm{AP}^{S}$ and $\mathrm{AP}_{+}^{S}$ the closures of $\mathcal{F} \mathcal{M}^{(S)}$ and
$\mathcal{F} \mathcal{M}_{+}^{(S)}$, respectively, under the supremum norm. Thus, for example, $\mathrm{AP}_{+}^{S}$ is the closure in $H^{\infty}$ of the linear combinations of the functions $\mathrm{e}^{-\cdot t}, t \in S \cap \mathbb{R}_{+}$.
Corollary $8.3\left(\mathrm{AP}^{S}\right)$. The set $i \mathbb{R}$ (respectively, $\mathbb{C}_{+}$) is dense in the maximal ideal space of $\mathrm{AP}^{S}$ (respectively, of $\mathrm{AP}_{+}^{S}$ ).

Thus, the corona condition $\inf _{i \mathbb{R}}|f|>0$ (respectively, $\inf _{\mathbb{C}_{+}}|f|>0$ ) is necessary and sufficient for $f \in \mathrm{U}_{n}(\mathcal{A})$, when $f \in \mathcal{A}^{n}$, where $\mathcal{A}$ equals $\mathrm{AP}^{S}$ or $\left(\mathrm{AP}^{S}\right)_{\mathbb{R}}$ (respectively, $\mathrm{AP}_{+}^{S}$ or $\left.\left(\mathrm{AP}_{+}^{S}\right)_{\mathbb{R}}\right)$.

Theorem 8.1 also holds with $\mathrm{AP}^{S}$ (respectively, $\mathrm{AP}_{+}^{S}$ ) in place of $\mathcal{M}^{(S)}$ (respectively, $\mathcal{M}_{+}^{(S)}$ ).
Proof of Corollary 8.3:
$1^{\circ}$ The density of $\mathbb{C}_{+}$in $X\left(\mathrm{AP}_{+}^{S}\right)$ is [24, Theorem 2.3] (based on [1]).
$2^{\circ}$ Assume that $f \in\left(\mathrm{AP}^{S}\right)^{n}$ and $\epsilon:=\inf _{i \mathbb{R}}|f|>0$. Let $\mathcal{F} \mathcal{M}^{(S)^{n}} \ni g_{k} \rightarrow f$, as $k \rightarrow \infty$. If $n=1$, then $g_{k}^{-1} \rightarrow f^{-1}$ in AP. Hence $f^{-1} \in \mathrm{AP}^{S}$, that is, $f \in \mathrm{U}_{n}\left(\mathrm{AP}^{S}\right)$.
$3^{\circ}$ For general $n$, we have $|f|^{2}=\bar{f} \cdot f \in \mathrm{AP}^{S}$ (because $\overline{\mathrm{e}^{i r t}}=\mathrm{e}^{i r(-t)}$, and $-t \in S$ if $t \in S$ ). Thus $|f|^{-2} \in \mathrm{AP}^{S}$, by $3^{\circ}$, and so $|f|^{-2} \bar{f} \in\left(\mathrm{AP}^{S}\right)^{n}$. As $|f|^{-2} \bar{f} \cdot f=1$, it follows that $f \in \mathrm{U}_{n}\left(\mathrm{AP}^{S}\right)$ in this case as well.
$4^{\circ}$ From Lemma 4.4 we see that the corona conditions also apply to $\left(\mathrm{AP}^{S}\right)_{\mathbb{R}}$ and to $\left(\mathrm{AP}_{+}^{S}\right)_{\mathbb{R}}$.
$5^{\circ}$ By Corollary 3.8 (with $f:=\mathcal{F}$; fullness from $4^{\circ}$ ), it follows that the bounds of the bsr and tsr of $\mathcal{M}^{(S)}$ (respectively, $\left.\mathcal{M}_{+}^{(S)},\left(\mathcal{M}^{(S)}\right)_{\mathbb{R}},\left(\mathcal{M}_{+}^{(S)}\right)_{\mathbb{R}}\right)$ in Theorem 8.1 also apply to $\mathrm{AP}^{S}$ (respectively, $\left.\mathrm{AP}_{+}^{S},\left(\mathrm{AP}^{S}\right)_{\mathbb{R}},\left(\mathrm{AP}_{+}^{S}\right)_{\mathbb{R}}\right)$. (To get tsr $\mathrm{AP}_{+}^{S}=2$ in the case $n=1$, use the proof of Theorem 8.1.)

Next we study an important special case of the algebra $\mathcal{M}_{+}^{(S)}$, namely $\mathcal{M}_{+}^{(n)}:=\mathcal{M}^{(n)} \cap \mathcal{M}_{+}$. Corresponding results are then used to prove Theorem 8.1.

Recall that $T_{1}, T_{2}, \ldots, T_{n}>0$ are $\mathbb{Q}$-independent. Obviously, $\mathcal{M}_{+}^{\left(n^{+}\right)} \subset \mathcal{M}_{+}^{(n)}:=\mathcal{M}^{(n)} \cap$ $\mathcal{M}_{+}$, and the inclusion is strict iff $n \geq 2$ (for example, $\delta_{T_{2}}-\delta_{T_{1}} \in \mathcal{M}_{+}^{(n)} \backslash \mathcal{M}_{+}^{\left(n^{+}\right)}$). If $T:=\left(T_{1}, \ldots, T_{n}\right)$ and $E:=\left\{\alpha \in \mathbb{Z}^{n}: \alpha \cdot T \geq 0\right\}$, then

$$
\begin{equation*}
\ell^{1}(E) \ni a \mapsto \sum_{\alpha \in E} a_{\alpha} \delta_{T}^{\alpha},=\sum_{\alpha \in E} a_{\alpha} \delta_{\alpha \cdot T} \tag{17}
\end{equation*}
$$

is an isometric isomorphism of $\ell^{1}(E)$ onto $\mathcal{M}_{+}^{(n)}$. Its restriction to $\ell^{1}\left(\mathbb{N}^{n}\right)$ is the isomorphism (4) of $\ell^{1}\left(\mathbb{N}^{n}\right)$ onto $\mathcal{M}_{+}^{\left(n^{+}\right)}$. If $S:=\mathbb{Z} T_{1}+\mathbb{Z} T_{2}+\cdots+\mathbb{Z} T_{n} \subset \mathbb{R}$, then $\mathcal{M}_{+}^{(n)}=\mathcal{M}_{+}^{(S)}$. Hence $\mathcal{M}_{+}^{(n)}$ is also isometrically isomorphic to $\ell^{1}(S)$. By Proposition 8.2 , it follows that $\mathbb{C}_{+}$is dense in $X\left(\mathcal{M}_{+}^{(n)}\right)$; recall that the same is not true for $X\left(\mathcal{M}_{+}^{\left(n^{+}\right)}\right)$(for $n \geq 2$ ). Note also that $\mathcal{F} \mathcal{M}_{+}^{(n)}$ is the closure in $\mathcal{F} \mathcal{M}_{+}$of the algebra generated by the functions $\mathrm{e}^{-\cdot t}$, where $0 \leq t=m_{1} T_{1}+\cdots+m_{n} T_{n}$ for some $m_{1}, \ldots, m_{n} \in \mathbb{Z}$.
Lemma $8.4\left(X\left(\mathcal{M}_{+}^{(n)}\right)\right.$ ). The maximal ideal space of $\ell^{1}(E)$ (or of $\mathcal{M}_{+}^{(n)}$ ) equals

$$
X_{n}:=\left\{z \in \overline{\mathbb{D}}^{n}:\left|z_{k}\right|^{1 / T_{k}}=\left|z_{1}\right|^{1 / T_{1}} \quad \forall k \leq n\right\}
$$

through the Gelfand transform $\ell^{1}(E) \ni a \mapsto \widehat{a} \in C\left(X_{n}\right)$, where $\widehat{a}(z):=\sum_{\alpha \in E} a_{\alpha} z^{\alpha}$.
Here $\widehat{a}(0):=a_{(0, \ldots, 0)}$; this obviously makes $\widehat{a}$ continuous on $X_{n}$.

Proof. It is easy to see that $\widehat{(a b)}=\widehat{a} \widehat{b}$, and so $X_{n}$ is contained in the maximal ideal space. Its topology is stronger than that inherited from $\overline{\mathbb{D}}^{n}$ (which is the maximal ideal space of $\ell^{1}\left(\mathbb{N}^{n}\right)$ ), since $\widehat{a}$ must be continuous for every $a \in \ell^{1}\left(\mathbb{N}^{n}\right)$. On the other hand, for every $a \in \ell^{1}(E)$, the transform $\widehat{a}$ is continuous on $X_{n}$ in the inherited topology, and so the two coincide. But $X_{n}$ is closed, hence we only need to show that it is dense in the maximal ideal space.

Set $\phi(s):=\mathrm{e}^{-T s}$. Then $\phi\left[\overline{\mathbb{C}_{+}}\right]$is a dense subset of $X_{n}$ (in the same way as $\phi[i \mathbb{R}]$ is a dense subset of $\mathbb{T}^{n}$, by Kronecker's Theorem). Let $k \geq 1$ and $a \in \ell^{1}(E)^{k}$. With $f:=\widehat{a} \circ \phi$, we have $f(s)=\sum_{\alpha \in E} a_{\alpha} \mathrm{e}^{-s T \cdot \alpha}$, and so $f \in \mathrm{U}_{k}\left(\mathcal{F} \mathcal{M}_{+}^{(n)}\right) \operatorname{iff}_{\inf _{\mathbb{C}_{+}}}|f|>0$, by [24, Theorem 2.3], or equivalently, $\operatorname{iff}^{\inf } X_{n}|\widehat{a}|>0$. By Lemma 4.2, it follows that $X_{n}$ is dense in the maximal ideal space $X\left(\mathcal{M}_{+}^{(n)}\right)$.

Using the above result on the maximal ideal space, we can now compute the stable ranks of these algebras. Note that this is a special case of Theorem 8.1.
Lemma $8.5\left(\operatorname{bsr} \mathcal{M}_{+}^{(n)}\right)$. Let $k, n \in \mathbb{N}$. Let $\mathcal{A}$ denote $\mathcal{M}_{+}^{(n)}$ or $\left(\mathcal{M}_{+}^{(n)}\right)_{\mathbb{R}}$.
(1) If $n=2 k \geq 2$, then $\operatorname{bsr} \mathcal{A}=\operatorname{tsr} \mathcal{A}=k+1=n / 2+1$.
(2) If $n=2 k+1$, then $\lfloor n / 2\rfloor+1=k+1 \leq \operatorname{bsr} \mathcal{A} \leq \operatorname{tsr} \mathcal{A} \leq k+2=\lfloor(n+1) / 2\rfloor+1$.

Proof. Let $\mathcal{A}=\mathcal{F} \mathcal{M}_{+}^{(n)}$ or $\mathcal{A}=\mathcal{F}\left(\mathcal{M}_{+}^{(n)}\right)_{\mathbb{R}}$. By Corollary 6.3 we have $\lfloor n / 2\rfloor+1 \leq \operatorname{bsr} \mathcal{A}$, so we only have to show that $\lfloor(n+1) / 2\rfloor+1 \geq \operatorname{tsr} \mathcal{A}$.

If $k:=\lfloor(n+1) / 2\rfloor+1$, then $2 k>n+1$. Let $f \in \mathcal{A}^{k}$ and $\epsilon>0$ be given. We shall construct $G \in \mathrm{U}_{k}(\mathcal{A})$ such that $\|f-G\|_{\mathcal{A}}<\epsilon$.

Pick $a \in \ell^{1}(E)^{k}$ corresponding to $\mathcal{F}^{-1} f$ (see (17)). By density, we can assume that $a$ has a finite support. It follows that $\hat{a}$ is holomorphic $\mathbb{C}_{*}^{n} \rightarrow \mathbb{C}^{k}$, where $\mathbb{C}_{*}:=\mathbb{C} \backslash\{0\}$.

Set $b_{j}(z):=\operatorname{Im} \widehat{a}_{j}(z) / \operatorname{Im} z_{j}, F:=(\operatorname{Re} \widehat{a}, b) \in C\left(V ; \mathbb{R}^{2 k}\right)$, where

$$
V:=\left\{z \in \mathbb{C}^{n}:\left|z_{j}\right|^{1 / T_{j}}=\left|z_{1}\right|^{1 / T_{1}} \quad \forall j \leq n\right\} .
$$

Since $V$ is $n+1$-dimensional, by Lemma A. $2 W:=\mathbb{R}^{2 k} \backslash F\left[X_{n} \backslash\{0\}\right]$ is dense. Indeed, define $\phi \in C^{\infty}\left(\mathbb{R}^{n} \times(0, \infty) ; \mathbb{R}^{2 k}\right)$ by $\phi:=\left(x_{n+1}^{T_{1} / T_{1}} \mathrm{e}^{i x_{1}}, x_{n+1}^{T_{2} / T_{1}} \mathrm{e}^{i x_{2}}, \ldots, x_{n+1}^{T_{n} / T_{1}} \mathrm{e}^{i x_{n}}\right)$, and set $A:=[0,2 \pi)^{n} \times(0,1]$. Then $\phi(A)=X_{n} \backslash\{0\}$, and $F \circ \phi$ is differentiable (even $C^{\infty}$ ). Hence $F\left[X_{n} \backslash\{0\}\right]=(F \circ \phi)[A]$ has measure zero, by Lemma A.2, and so $W$ is dense. Pick $r, t \in$ $\mathbb{R}^{k} \backslash\{\widehat{a}(0)\}$ such that $(r ; t) \in W$. If $\widehat{c}(z):=\widehat{a}(z)-r-\left(t_{1} z_{1}, \ldots, t_{n} z_{n}\right) \quad z \in X_{n}$, then $\widehat{c}(0)=$ $\widehat{a}(0)-r \neq 0$, and for $z \in X_{n} \backslash\{0\}$ we have $\left(\operatorname{Re} \widehat{c}_{j}(z), \operatorname{Im} \widehat{c}_{j}(z) / \operatorname{Im} z_{j}\right)=\left(\operatorname{Re} \widehat{a}(z)_{j}-r_{j}, b_{j}(z)-t_{j}\right)$, so $\widehat{c}_{j}(z)=0 \forall j \leq k$ would imply that $F(z)=(r ; t) \in W$, a contradiction. Thus $\widehat{c}$ has no zeros on $X_{n}$, and so $c \in \mathrm{U}_{k}\left(\ell^{1}(E)\right)$, from Lemma 8.4. Since we can have $(r, t)$ arbitrarily small, we can have $\|a-c\|_{\ell^{1}(E)}<\epsilon$, that is, $\|f-g\|_{\mathcal{A}^{k}}<\epsilon$, where $g \in \mathrm{U}_{k}(\mathcal{A})$ equals $\sum_{\alpha} c_{\alpha} \mathrm{e}^{-\sum_{l=1}^{n} T_{l} \alpha_{l}}$ (that is, $g$ is the Laplace transform of the right-hand-side of (17) with $c$ in place of $a$ ).

We formulate here the remark relevant to Mortini's question (see Remark 6.5).
Remark $8.6\left(\mathrm{AP}_{+}^{n}\right)$. Denote by $\mathrm{AP}_{+}^{n} \subset \mathrm{AP}_{+}$the closure of $\mathcal{F} \mathcal{M}_{+}^{(n)}$ in AP. It obviously equals $\mathrm{AP}^{S}$, the closure in $H^{\infty}\left(\mathbb{C}_{+}\right)$of the algebra generated by the functions $\mathrm{e}^{-\cdot t}$, where $0 \leq t=m_{1} T_{1}+\cdots+m_{n} T_{n}$ for some $m_{1}, \ldots, m_{n} \in \mathbb{Z}$. Here $S:=\mathbb{Z} T_{1}+\cdots+\mathbb{Z} T_{1}$.

By Corollary 8.3, $\mathrm{AP}_{+}^{n}$ is full in $H^{\infty}\left(\mathbb{C}_{+}\right)$and bsr $\mathrm{AP}_{+}^{2 k}=k+1$ for $k=1,2, \ldots$.
Proof of Theorem 8.1: The case $n=0$ is trivial, so assume that $n \geq 1$.
$1^{\circ}$ We show that $\lfloor n / 2\rfloor+1 \leq \operatorname{bsr} \mathcal{A}$. Since $\mathbb{Q}-\operatorname{dim} S=n$, and $S=S-S \subset \mathbb{R}$, there exist $\mathbb{Q}$ independent $T_{1}, T_{2}, \ldots, T_{n} \subset S \cap \mathbb{R}_{+}$. Let $S^{\prime}$ be the set of (finite) $\mathbb{Z}$-linear combinations
of $T_{1}, \ldots, T_{n}$. Since $S$ is a subgroup of $\mathbb{R}$, we have $S^{\prime} \subset S$, hence $\mathcal{M}^{(n)}=\mathcal{M}^{S^{\prime}} \subset \mathcal{M}^{(S)}$; similarly, $\left(\mathcal{M}^{(n)}\right)_{\mathbb{R}} \subset\left(\mathcal{M}^{(S)}\right)_{\mathbb{R}}, \mathcal{M}_{+}^{\left(n^{+}\right)} \subset \mathcal{M}_{+}^{(S)}$, and $\left(\mathcal{M}_{+}^{\left(n^{+}\right)}\right)_{\mathbb{R}} \subset\left(\mathcal{M}_{+}^{(S)}\right)_{\mathbb{R}}$.

By Corollary 6.3, this implies that $\lfloor n / 2\rfloor+1 \leq \operatorname{bsr} \mathcal{A}$, where $\mathcal{A}$ equals $\left(\mathcal{M}_{+}^{(S)}\right)_{\mathbb{R}}$, $\mathcal{M}_{+}^{(S)},\left(\mathcal{M}^{(S)}\right)_{\mathbb{R}}$, or $\mathcal{M}^{(S)}\left(\right.$ since $\left(\mathcal{M}_{+}^{(S)}\right)_{\mathbb{R}} \subset \mathcal{A}$ and $\left.\mathcal{F} \mathcal{A} \subset \mathcal{M} \subset \mathrm{AP}\right)$.
(If $n=\infty$, then apply the above for every finite $n$ to observe that bsr $\mathcal{A}=\infty$ and hence $\operatorname{tsr} \mathcal{A}=\infty$. Thus, we may assume that $n<\infty$.)
$2^{\circ}$ We have $\operatorname{tsr} \mathcal{M}_{+}^{(S)} \leq \operatorname{tsr} \mathcal{M}_{+}^{(n)}=: m$. Let $f \in\left(\mathcal{M}_{+}^{(S)}\right)^{m}, \epsilon>0$. By density, we can assume that the support $A$ of $f$ is finite. Define $T_{1}, \ldots, T_{n}$ by Lemma 6.1 (if $l:=\mathbb{Q}$-dim $A<n$, pick $T_{l+1}, \ldots, T_{n}>0$ so as to get a $\mathbb{Q}$-basis of $\left.S\right)$. Since $A \subset$ $\mathbb{Z} T_{1}+\ldots+\mathbb{Z} T_{n} \subset S$ and $A \subset \mathbb{R}_{+}$, we have $f \in\left(\mathcal{M}_{+}^{(n)}\right)^{m}$ and $\mathcal{M}_{+}^{(n)} \subset \mathcal{M}_{+}^{(S)}$.

Since $\operatorname{tsr} \mathcal{M}_{+}^{(n)}=m$, there exists $g \in \mathrm{U}_{m}\left(\mathcal{M}_{+}^{(n)}\right)$ such that $\|f-g\|_{\mathcal{M}}<\epsilon$. But $\mathrm{U}_{m}\left(\mathcal{M}_{+}^{(n)}\right) \subset \mathrm{U}_{m}\left(\mathcal{M}_{+}^{(S)}\right)$, because $\mathcal{M}_{+}^{(n)} \subset \mathcal{M}_{+}^{(S)}$, and so $g \in \mathrm{U}_{m}\left(\mathcal{M}_{+}^{(S)}\right)$. As $f$ and $\epsilon$ were arbitrary, $\operatorname{tsr} \mathcal{M}_{+}^{(S)} \leq m$.
$3^{\circ}$ As in $2^{\circ}$, we see that $\operatorname{tsr}\left(\mathcal{M}_{+}^{(S)}\right)_{\mathbb{R}} \leq \operatorname{tsr}\left(\mathcal{M}_{+}^{(n)}\right)_{\mathbb{R}}, \operatorname{tsr} \mathcal{M}^{(S)} \leq \operatorname{tsr} \mathcal{M}^{(n)}$, and $\operatorname{tsr}\left(\mathcal{M}^{(S)}\right)_{\mathbb{R}} \leq$ $\operatorname{tsr}\left(\mathcal{M}^{(n)}\right)_{\mathbb{R}}$. This and the known tsr results for the latter algebras (Corollary 5.14 and Lemma 8.5) and the fact that bsr $\mathcal{A} \leq \operatorname{tsr} \mathcal{A}$ (Proposition 3.2) yield Theorem 8.1 except for the claims on the case $n=1$.
$4^{\circ}$ Assume that $n=1$. Let $0<t \in S$. If $\mu:=\delta_{t}-\mathrm{e}^{-1} \delta_{0}$, then $\widehat{\mu}(s)=\mathrm{e}^{-t s}-\mathrm{e}^{-1}$, hence $\widehat{\mu}(1 / t)=0$. By Lemma 5.11, $\operatorname{tsr} \mathcal{M}_{+}^{(S)} \geq 2$, because $\mu \in \mathcal{M}_{+}^{(S)}$. By the above, $\operatorname{tsr} \mathcal{M}_{+}^{(S)} \leq\lfloor(2+1) / 2\rfloor+1=2$, and so tsr $\mathcal{M}_{+}^{(S)}=2$. Similarly, $\operatorname{tsr}\left(\mathcal{M}_{+}^{(S)}\right)_{\mathbb{R}}=2$.

Finally, with $g(s):=\left(\mathrm{e}^{-t s}-1\right)\left(\mathrm{e}^{-t s}-1 / 3\right), f(s):=\mathrm{e}^{-t s}-1 / 2$, we have that $(f, g) \in \mathcal{F} \mathrm{U}_{2}\left(\left(\mathcal{M}_{+}^{(S)}\right)_{\mathbb{R}}\right)$. Given $h \in \mathcal{F}\left(\mathcal{M}_{+}^{(S)}\right)_{\mathbb{R}}$, the function $f$ (hence also $f+h g$ ) has different signs at the zeros of $g$, and so by the mean-value theorem, $f+h g$, being realvalued, has a zero on $\mathbb{R}_{+}$. Consequently $(f, g)$ is not reducible, and so $\operatorname{bsr}\left(\mathcal{M}_{+}^{(S)}\right)_{\mathbb{R}} \geq 2$. Thus $\operatorname{bsr}\left(\mathcal{M}_{+}^{(S)}\right)_{\mathbb{R}}=2$.

## 9. Exponentially stable subalgebras

In this section we define and study exponentially stable measures and functions and exponentially (actually "power") stable $\ell^{1}$ sequences. These classes were introduced below Theorem 1.2. The impulse responses or transfer functions of "exponentially stable" continuoustime systems or of "power stable" discrete-time systems are often of one of these forms. This is why such classes are often studied in the literature (including the Callier-Desoer class of fractions of elements of $\left.\left(\mathcal{M}_{+}+\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)\right)^{\exp }[4]\right)$.

The main result of this section is Theorem 9.4, which states that all results of Table 1 hold also with $\mathcal{A}$ (or $\mathcal{A}_{\mathbb{R}}$ ) replaced by the corresponding exponential subalgebra. Analogous results on $\mathcal{M}^{(S)}, \mathcal{M}_{+}^{(S)}, \mathrm{AP}^{S}, \mathcal{M}_{+}^{(n)}$ etc. are given in Theorem 9.6. We also study unimodularity and other properties in all these algebras. Actually, all results of $\S 7$ and $\S 8$ hold for the exponential case too.

The algebra $\mathcal{F} \mathcal{M}_{+}^{\text {exp }}$ consists of functions $\widehat{f}(\omega+\cdot)$, where $\widehat{f} \in \mathcal{F} \mathcal{M}_{+}$and $\omega>0$. We generalize this as follows.

Definition $9.1\left(\mathcal{A}^{\exp }\right)$. We write $f \in\left(\mathcal{M}+\mathrm{L}^{1}\right)^{\exp }$ if $\mathrm{e}^{\omega \cdot} f \in \mathcal{M}+\mathrm{L}^{1}$ for some $\omega>0$ and for some $\omega<0$. If $\mathcal{A}$ is a subalgebra of $\mathcal{M}+\mathrm{L}^{1}$, then we set

$$
\mathcal{A}^{\exp }:=\mathcal{A} \cap\left(\mathcal{M}+\mathrm{L}^{1}\right)^{\exp }, \quad \mathcal{A}_{\mathbb{R}}^{\exp }:=\mathcal{A}_{\mathbb{R}} \cap\left(\mathcal{M}+\mathrm{L}^{1}\right)^{\exp }
$$

We write $a \in \ell^{1, \exp }(\mathbb{R})$ if $\sum_{r \in \mathbb{R}} a_{r} \delta_{r} \in \mathcal{M}^{\exp }$, or equivalently, if $\left(q^{r} a_{r}\right)_{r \in \mathbb{R}} \in \ell^{1}(\mathbb{R})$ for some $q>1$ and for some $q \in(0,1)$; similarly for the complex and real subclasses of $\ell^{1}(\mathbb{R})$. We write $a \in \ell^{1, \exp }\left(\mathbb{Z}^{n}\right)$ if $\sum_{\alpha \in \mathbb{Z}^{n}} a_{\alpha} \delta_{\alpha \cdot T} \in \mathcal{M}^{\exp }$ (equivalently, $\in \mathcal{M}^{(n), \exp }$ ); similarly for $\ell^{1, \exp }\left(\mathbb{N}^{n}\right)$ and their real subclasses. We use the same norms as in the original algebras.

In the literature, $\mathcal{A}^{\exp }$ is sometimes denoted by $\mathcal{A}_{-}$. All these exponential algebras are obviously subalgebras of the original ones. Observe that $f \in\left(\mathbb{C} \delta_{0}+\mathrm{L}^{1}\right)_{+}^{\exp }$ iff $\mathrm{e}^{\omega \cdot} f \in \mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}$ for some $\omega>0$, that is, iff $f=f_{\mathrm{a}}+c \delta_{0}$, where $c \in \mathbb{C}$ and $\mathrm{e}^{\omega \cdot} f \in \mathrm{~L}^{1}\left(\mathbb{R}_{+}\right)$for some $\omega>0$. An analogous claim holds for any of the other causal (support on $\mathbb{R}_{+}$or on $\mathbb{N}$ ) algebras.
Remark 9.2. Remark 2.1 holds for these exponential classes too; in particular the canonical isomorphism (4) of $\ell^{1}\left(\mathbb{N}^{n}\right)$ onto $\mathcal{M}_{+}^{\left(n^{+}\right)}$maps $\ell^{1, \exp }\left(\mathbb{N}^{n}\right)$ onto $\mathcal{M}_{+}^{\left(n^{+}\right), \exp }$. Analogously, $\ell^{1, \exp }\left(\mathbb{Z}^{n}\right) \approx \mathcal{M}^{(n), \exp }$.

We have $a \in \ell^{1, \exp }(\mathbb{R})$ iff $\left(q^{r} a_{r}\right)_{r \in \mathbb{R}} \in \ell^{1}(\mathbb{R})$ for some $q>1$ and for some $q \in(0,1)$. Moreover, $\ell^{1, \exp }(\mathbb{Z})=\ell^{1, \exp }(\mathbb{R}) \cap \ell^{1}(\mathbb{Z}), \ell^{1, \exp }(\mathbb{Z} ; \mathbb{R})=\ell^{1, \exp }(\mathbb{Z}) \cup \ell^{1}(\mathbb{Z} ; \mathbb{R})$, etc. Furthermore, $a \in \ell^{1, \exp }\left(\mathbb{N}^{n}\right)$ iff if $\left.\left(q^{|\alpha|} a_{\alpha}\right)_{\alpha \in \mathbb{N}^{n}}\right) \in \ell^{1}\left(\mathbb{N}^{n}\right)$ for some $q>1$.

Thus, $\ell^{1, \exp }\left(\mathbb{N}^{n}\right)$ is independent of $T:=\left(T_{1}, T_{2}, \ldots, T_{n}\right)$; the same is not true for $\ell^{1, \exp }\left(\mathbb{Z}^{n}\right)$.
Proof. The first paragraph is a direct consequence of Definition 9.1. For $f=\sum_{r \in \mathbb{R}} a_{r} \delta_{r}$ the condition $\mathrm{e}^{\omega \cdot} f \in \mathcal{M}$ means that $\sum_{r \in \mathbb{R}} \mathrm{e}^{\omega r}\left|a_{r}\right|<\infty$, that is, that $\sum_{r \in \mathbb{R}} q^{r}\left|a_{r}\right|<\infty$, where $q:=\mathrm{e}^{\omega}$. Obviously, we can have $q>1$ (respectively, $q<1$ ) iff we can have $\omega>0$ (respectively, $\omega<0)$. The claims on $\ell^{1, \exp }(\mathbb{Z})$ and $\ell^{1, \exp }(\mathbb{Z} ; \mathbb{R})$ obviously follow.

If $f=\sum_{\alpha \in \mathbb{N}^{n}} a_{\alpha} \delta_{\alpha \cdot T}$, then

$$
\begin{equation*}
\left\|q_{1}^{|\cdot|} a \cdot\right\|_{\ell^{1}\left(\mathbb{N}^{n}\right)}=\sum_{\alpha \in \mathbb{N}^{n}}\left|a_{\alpha}\right| \mathrm{e}^{\omega T_{1} \sum_{k=1}^{n} \alpha_{k}} \leq \sum_{\alpha \in \mathbb{N}^{n}}\left|a_{\alpha}\right| \mathrm{e}^{\omega(\alpha \cdot T)} \leq\left\|q_{n}^{|\cdot|} a \cdot\right\|_{\ell^{1}\left(\mathbb{N}^{n}\right)} \tag{18}
\end{equation*}
$$

when $\omega>0$, where $q_{k}:=\mathrm{e}^{\omega T_{k}},|\alpha|:=\sum_{k=1}^{n} \alpha_{k}$. Thus, (18) is finite for some $\omega>0$ iff $\| q^{|\cdot|} a$. $\|_{\ell^{1}\left(\mathbb{N}^{n}\right)}<\infty$ for some $q>1$. Equivalently, $f \in \mathcal{M}^{\exp }$ (hence $f \in \mathcal{M}_{+}^{\left(n^{+}\right), \exp }$ ) iff $a \in \ell^{1, \exp }\left(\mathbb{N}^{n}\right)$.

By $\mathrm{A}^{\exp }\left(\mathbb{D}^{n}\right)=H^{\infty, \exp }\left(\mathbb{D}^{n}\right)$ (respectively, $\mathrm{C}^{\exp }\left(\mathbb{T}^{n}\right)$ ) we denote the algebra of functions that are holomorphic on a neighborhood of $\overline{\mathbb{D}}^{n}$ (respectively, of $\mathbb{T}^{n}$ ). Let $S \subset \mathbb{R}$. By AP ${ }_{S}^{\exp }$ we denote the functions that are uniform limits of linear combinations of $\mathrm{e}^{-r}(r \in S)$ on $\{-\omega \leq \operatorname{Re} z \leq \omega\}$ for some $\omega>0$. We set $\left(\mathrm{AP}_{S}^{+}\right)^{\exp }:=\mathrm{AP}_{S \cap \mathbb{R}_{+}}^{+}, \mathrm{AP}^{\exp }:=\mathrm{AP}_{\mathbb{R}}^{\exp }, \mathrm{AP}_{+}^{\exp }:=$ $\mathrm{AP}_{\mathbb{R}_{+}}^{\exp }$. Obviously, $\mathrm{AP}_{+}^{\exp }$ consists of all functions of the form $f(\cdot+\omega)\left(f \in \mathrm{AP}_{+}, \omega>0\right)$. Moreover, $\mathcal{F} \mathcal{M}^{\exp } \subset \mathrm{AP}^{\exp }$ and $\mathrm{AP}_{+}^{\exp }=\mathrm{AP}_{+} \cap \mathrm{AP}^{\exp }$.

Next we show that left-invertibility (that is, unimodularity) in an algebra is equivalent to left-invertibility in the corresponding exponential algebra. For example, if $f \in\left(\mathcal{M}^{\exp }\right)^{n}$ and $g \cdot f=1$ for some $g \in \mathcal{M}^{n}$, then $g \cdot f=1$ for some $g \in\left(\mathcal{M}^{\exp }\right)^{n}$.
Theorem 9.3 (Exponential Corona Theorem). Any exponential algebra (say, $\mathcal{A}^{\exp }$ ) defined above is dense and full in the corresponding original algebra (say, $\mathcal{A}$ ) except that $H^{\infty, \exp }$ is not dense in $H^{\infty}$. Consequently,

$$
\begin{equation*}
\mathrm{U}_{n}\left(\mathcal{A}^{\exp }\right)=\left(\mathcal{A}^{\exp }\right)^{n} \cap \mathrm{U}_{n}(\mathcal{A}), \text { and } \mathrm{U}_{n}\left(\mathcal{A}_{\mathbb{R}}^{\exp }\right)=\left(\mathcal{A}_{\mathbb{R}}^{\exp }\right)^{n} \cap \mathrm{U}_{n}(\mathcal{A}) \tag{19}
\end{equation*}
$$

In particular, Corona Theorems 4.3 and 4.5 hold even if we replace each algebra by the corresponding exponential algebra.

By "defined above" in Theorem 9.3 we mean that $\mathcal{A}^{\exp }$ has explicitly been defined above (in this section) or that it is the exponential algebra of a subalgebra of $\mathcal{M}+\mathrm{L}^{1}$ or of $\left(\mathcal{M}+\mathrm{L}^{1}\right)_{\mathbb{R}}$ that has been defined in the above sections. Thus, $\mathcal{A}$ can be $\mathcal{M}^{(n)}, \mathcal{M}_{+}^{\left(n^{+}\right)}, \mathcal{M}_{+}^{(n)}, \mathcal{M}^{(S)}$ or $\mathcal{M}_{+}^{(S)}$, or such an algebra $+\mathrm{L}^{1}$ or $+\mathrm{L}_{+}^{1}$ (depending on causality), or any of the algebras of $\S 1-2$, or the real algebra corresponding to any of these algebras. However, Theorem 9.3 holds also for those typical exponential subalgebras that were not defined above.

We note that for $\mathcal{A}=\mathcal{M}_{+}+\mathrm{L}_{+}^{1}$ and $n=2$ the corona theorem for $\mathcal{A}^{\exp }$ was established in [4].

If $\mathcal{A}$ is an $n$-full subalgebra of some other algebra $\mathcal{A}^{\prime}$ (e.g., of $\mathcal{M}+\mathrm{L}^{1}$ ), then, obviously, $\mathrm{U}_{n}(\mathcal{A})$ can be replaced by $\mathrm{U}_{n}\left(\mathcal{A}^{\prime}\right)$ in (19).

Proof of Theorem 9.3: Density follows from Lemma A.1. Below we prove fullness, that is, that $\mathcal{A}^{\exp } \cap \mathrm{U}_{1}(\mathcal{A})=\mathrm{U}_{1}\left(\mathcal{A}^{\exp }\right)$ (only " $\subset$ " needs to be proved). Then (19) follows from Lemma 3.5 (with $\mathcal{A}_{\mathbb{R}}$ in place of the latter $\mathcal{A}$, hence as is too), and (19) implies the modified corona theorems.
$1^{\circ}$ If $f \in \mathrm{~A}^{\exp }\left(\mathbb{D}^{n}\right) \cap \mathrm{U}_{1}\left(A\left(\mathbb{D}^{n}\right)\right)$, then $|f|>\epsilon>0$ on $\overline{\mathbb{D}}$, hence on a neighborhood of $\overline{\mathbb{D}}$, hence then $f^{-1} \in A^{\exp }\left(\mathbb{D}^{n}\right)$. Since $H^{\infty, \exp }\left(\mathbb{D}^{n}\right)=A^{\exp }\left(\mathbb{D}^{n}\right)$, this proves the fullness of $H^{\infty, \exp }\left(\mathbb{D}^{n}\right)$ in $H^{\infty}\left(\mathbb{D}^{n}\right)$ too. The proof for $C\left(\mathbb{T}^{n}\right)$ is analogous.
$2^{\circ}$ Assume that $\mathcal{A}=\mathrm{AP}_{S}$. Let $p_{n} \rightarrow f$ uniformly on a strip $E_{\omega}:=\{-\omega \leq \operatorname{Re} z \leq \omega\}$ as in the definition of $\mathrm{AP}_{S}^{\exp }$. If $f \in \mathrm{U}_{1}\left(\mathrm{AP}_{S}\right)$, then, by uniform continuity, there exist $r, \epsilon>0$ such that $|f|>\epsilon$ on $E_{r}$. Consequently, $\mathcal{F} \mathcal{M}^{\exp } \ni p_{n}^{-1} \rightarrow f^{-1}$ uniformly on $E_{r}$, hence $f^{-1} \in \mathrm{AP}_{S}^{\exp }$.
$3^{\circ}$ Assume that $\mathcal{A}$ is a closed subalgebra of $\mathcal{M}+\mathrm{L}^{1}$ with the same norm. Let $f \in$ $\mathcal{A}^{\exp } \cap \mathrm{U}_{1}(\mathcal{A})$. The map $\alpha \mapsto f_{\alpha}:=\mathrm{e}^{-\alpha \cdot} f$ is continuous $(-\delta, \delta) \rightarrow \mathcal{A}$, by the Dominated Convergence Theorem, for some $\delta>0$, and $f_{\alpha} \in \mathrm{U}_{1}(\mathcal{A})$ (when $\delta$ is small enough, by Lemma 3.4). For any such $\alpha$, define $g_{\alpha} \in \mathcal{A}$ by $g_{\alpha} * f_{\alpha}=1$. Obviously, $\left(g_{\alpha}\right)_{-\alpha} *$ $\left(f_{\alpha}\right)_{-\alpha}=1$, hence $\left(g_{\alpha}\right)_{-\alpha}=g_{0}$. Consequently, $g_{0} \in \mathcal{A}^{\exp }$, so $f_{\alpha} \in \mathrm{U}_{1}\left(\mathcal{A}^{\exp }\right)$.
$4^{\circ}$ For all $\ell^{1, \exp }$ algebras we get the results from Remarks 9.2 and 2.1.

Theorem $9.4\left(\operatorname{bsr} \mathcal{A}^{\exp }\right)$. All results in Table 1 hold with $\mathcal{A}^{\exp }$ in place of $\mathcal{A}$.
Proof. By Corollary 3.8 and Theorem 9.3 , we have $\operatorname{bsr} \mathcal{A}^{\exp } \leq \operatorname{bsr} \mathcal{A} \leq \operatorname{tsr} \mathcal{A}=\operatorname{tsr} \mathcal{A}^{\exp }$ in each case (also the real ones), so only bsr $\mathcal{A} \leq \operatorname{bsr} \mathcal{A}^{\exp }$ needs to be proved (although in all cases below save the last, $\operatorname{bsr} \mathcal{A}=\operatorname{bsr} \mathcal{A}^{\exp }$ is proved directly).

For $A\left(\mathbb{D}^{n}\right)_{\mathbb{R}}$ and $\mathcal{F} \ell^{1}\left(\mathbb{N}^{n}\right)$ this follows from Corollary 5.4. For $C\left(\mathbb{T}^{n}\right), C\left(\mathbb{T}^{n}\right)_{\mathbb{R}}, \mathcal{F} \ell^{1}\left(\mathbb{Z}^{n}\right)$ and $\mathcal{F} \ell^{1}\left(\mathbb{Z}^{n} ; \mathbb{R}\right)$ use Corollary 5.15. For $A\left(\mathbb{D}^{n}\right), A\left(\mathbb{D}^{n}\right)_{\mathbb{R}}, \mathcal{F} \ell^{1}\left(\mathbb{N}^{n}\right)$ and $\mathcal{F} \ell^{1}\left(\mathbb{N}^{n} ; \mathbb{R}\right)$ use Corollary 5.18 .

From Lemma 5.20 we observe that Corollary 5.15 (respectively, 5.18) can be applied to (the exponential subalgebras of) $\mathbb{C} \delta_{0}+\mathrm{L}^{1}$ and $\mathbb{R} \delta_{0}+\mathrm{L}^{1}(\mathbb{R} ; \mathbb{R})$ (respectively, $\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}$ and $\left.\mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)\right)$. Lemma 9.7 covers, among others, the (exponential versions of the) algebras listed at the end of Corollary 6.3.

By Remark 9.2 we get the remaining $\ell^{1}$ algebras. From Lemma 3.9 we get the remaining algebras.

In particular, we have $\operatorname{bsr}\left(\mathcal{M}_{+}+\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)\right)^{\exp }=\infty$, so not all Callier-Desoer transfer functions $g / f$ can be reduced (strongly stabilized). However, when the pair $(f, g) \in \mathrm{U}_{2}$ happens to lie in a nice subalgebra of $\mathcal{F}\left(\mathcal{M}_{+}+\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)\right)^{\exp }$, such as $\mathcal{F}\left(\mathcal{M}_{+}^{\left(1^{+}\right)}+\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)\right)^{\text {exp }}$, then it can be reduced, since $\operatorname{bsr}\left(\mathcal{M}_{+}^{\left(1^{+}\right)}+\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)\right)^{\exp }=1$, by Theorem 9.4.
Lemma 9.5. All results in $\S 7$ hold even if we replace all algebras by their exponential subalgebras. Moreover, in Theorems 7.6 and 7.7, with the additional assumption that $\mathrm{U}_{n}\left(\mathcal{A}^{\exp }\right)$ is open in $\left(\mathcal{A}^{\exp }\right)^{n}$, it suffices to make the replacements only in the conclusions.

Proof. This follows by making the corresponding changes in the proofs too (in the proof of Lemma 7.1 we need the result $\operatorname{bsr}\left(\left(\mathbb{C} \delta_{0}+\mathrm{L}^{1}\right)_{+}^{\exp }\right)=1$; also some exponential corona results are used). The only exception is Corollary 7.9, which is established in Theorem 9.4 (using only the above part of this lemma).

The analogy of Theorem 9.4 holds for the $\mathcal{M}^{(S)}$ classes too.
Theorem 9.6. All results of $\S 8$ hold even if we replace all algebras by their exponential subalgebras.

Thus, e.g., bsr $\mathcal{M}_{+}^{(S), \exp }=\operatorname{tsr} \mathcal{M}_{+}^{(S), \exp }=k+1$ when $\operatorname{dim}_{\mathbb{Q}} S=2 k$.
Proof. The "maximal ideal space" (set of nonzero continuous homomorphisms) of a normed algebra obviously equals that of its closure, so the first claim of Corollary 8.3 remains.

Corollary 3.8 (using Theorem 9.3) implies that $\operatorname{bsr} \mathcal{A}^{\exp } \leq \operatorname{bsr} \mathcal{A} \leq \operatorname{tsr} \mathcal{A}=\operatorname{tsr} \mathcal{A}^{\exp }$ for all algebras treated in $\S 8$. But $\lfloor n / 2\rfloor+1 \leq \operatorname{bsr} \mathcal{A}^{\exp }$, by Lemma 9.7 and Corollary 6.3 (we have $\mathcal{M}_{+}^{\left(n^{+}\right), \exp } \subset \mathcal{A}^{\exp }$ as in $1^{\circ}$ of the proof of Theorem 8.1). The case $n=1$ in Theorem 8.1 follows from $4^{\circ}$ of the proof of Theorem 8.1. The rest is straightforward or follows from Theorem 9.3.

We used above the following result.
Lemma 9.7. Corollary 6.3 holds even if we replace $\mathcal{F}\left(\mathcal{M}_{+}^{\left(n^{+}\right)}\right)_{\mathbb{R}}$ by $\mathcal{F}\left(\mathcal{M}_{+}^{\left(n^{+}\right), \exp }\right)_{\mathbb{R}}$.
Corollary 5.10 holds even if we replace $\mathcal{F} \ell^{1}\left(\mathbb{N}^{n} ; \mathbb{R}\right)$ by $\mathcal{F} \ell^{1, \exp }\left(\mathbb{N}^{n} ; \mathbb{R}\right)$.
As obvious from the proofs, instead of $\mathcal{F}\left(\mathcal{M}_{+}^{\left(n^{+}\right), \exp }\right)_{\mathbb{R}}$ we could use above any other set containing $g^{\prime}, f_{j}^{\prime}(j=1, \ldots, k)$ and a left inverse of $\left(f^{\prime}, g^{\prime}\right)$.

Proof. By Remark 9.2, $a: \mathbb{N}^{n} \rightarrow \mathbb{C}$ is in $\ell^{1, \exp }\left(\mathbb{N}^{n}\right)$ iff $\widehat{a}$ converges absolutely on a neighborhood of $\overline{\mathbb{D}}^{n}$. The functions $f_{j}$ and $g$ of Lemma 5.9 are of this form, so $f_{1}, \ldots, f_{n}, g \in \mathcal{F} \ell^{1, \exp }\left(\mathbb{N}^{n}\right) \forall j$ (here $m:=n$ ). This proves the latter claim in Lemma 9.7 (see the proof of Corollary 5.10).

The above implies that $f_{1}^{\prime}, \ldots, f_{n}^{\prime}, g^{\prime} \in\left(\mathcal{M}_{+}^{\left(2 k^{+}\right)}\right)^{\exp }$ (hence $\left.f_{1}^{\prime}, \ldots, f_{n}^{\prime}, g^{\prime} \in\left(\mathcal{M}_{+}^{\left(2 k^{+}\right)}\right)_{\mathbb{R}}^{\exp }\right)$ in Lemma 6.2 , by the comment on the isomorphism (4) in Remark 9.2. Therefore, also the first claim in Lemma 9.7 holds (see the proof of Corollary 6.3).

We set $H^{\infty, \exp }\left(\mathbb{C}_{+}\right):=\left\{f \in H^{\infty}\left(\mathbb{C}_{+}\right): f(\cdot-\omega) \in H^{\infty}\left(\mathbb{C}_{+}\right)\right.$for some $\left.\omega>0\right\}$.
Proposition 9.8. We have bsr $H^{\infty, \exp }\left(\mathbb{C}_{+}\right)=1$, and bsr $H^{\infty, \exp }\left(\mathbb{C}_{+}\right)_{\mathbb{R}}=2$.
Proof. For any function $h \in H^{\infty}\left(\mathbb{C}_{+}\right)$and any number $\omega \in \mathbb{R}$ we set $h_{\omega}:=h(\cdot+\omega)$. If $(f, g) \in \mathrm{U}_{2}\left(H^{\infty, \exp }\left(\mathbb{C}_{+}\right)\right)$, then $\left(f_{-\omega}, g_{-\omega}\right) \in \mathrm{U}_{2}\left(H^{\infty}\left(\mathbb{C}_{+}\right)\right)$for some $\omega>0$. But bsr $H^{\infty}=1$ [36], and so $f_{-\omega}+h g_{-\omega} \in \mathrm{U}_{1}$ for some $h \in H^{\infty}\left(\mathbb{C}_{+}\right)$. Hence $f+h_{\omega} g \in \mathrm{U}_{1}\left(H^{\infty, \exp }\left(\mathbb{C}_{+}\right)\right.$) (note that $\left.h_{\omega} \in H^{\infty, \exp }\left(\mathbb{C}_{+}\right)\right)$. Consequently, bsr $H^{\infty, \exp }\left(\mathbb{C}_{+}\right)=1$.

If $g(s)=(s-1)(s-3) /(s+1)^{2}$ and $f(s)=(s-2) /(s+2)$, then $f$ has different signs at the zeros 1 and 3 of $g$. Hence $(f, g) \in \mathrm{U}_{2}\left(H^{\infty, \exp }\left(\mathbb{C}_{+}\right)_{\mathbb{R}}\right)$ is not reducible in $H^{\infty, \exp }\left(\mathbb{C}_{+}\right)_{\mathbb{R}}($ see the paragraph below Lemma 10.1). Thus bsr $H^{\infty, \exp }\left(\mathbb{C}_{+}\right)_{\mathbb{R}} \geq 2$.

That bsr $H^{\infty, \exp }\left(\mathbb{C}_{+}\right)_{\mathbb{R}}=2$ can be seen using the fact that bsr $H^{\infty, \exp }\left(\mathbb{C}_{+}\right)_{\mathbb{R}}=2$ [21]: just modify the first part of the proof: assume that $f \in H^{\infty, \exp }\left(\mathbb{C}_{+}\right)_{\mathbb{R}}^{2}$ and that $g \in H^{\infty, \exp }\left(\mathbb{C}_{+}\right)_{\mathbb{R}}$ etc.

Recall from Theorem 9.4 that bsr $H^{\infty, \exp }\left(\mathbb{D}^{n}\right)=\lfloor n / 2\rfloor+1$ and bsr $H^{\infty, \exp }\left(\mathbb{D}^{n}\right)_{\mathbb{R}}=n+1$ (since $H^{\infty, \exp }\left(\mathbb{D}^{n}\right)=\mathrm{A}^{\exp }\left(\mathbb{D}^{n}\right)$ ).

The reducible elements $(f, g) \in \mathrm{U}_{2}\left(\mathcal{A}_{\mathbb{R}}^{\exp }\right)$ are characterized in Remark 10.6 for many of our real exponential algebras $\mathcal{A}_{\mathbb{R}}^{\text {exp }}$.

## 10. Reducible elements of $\ell^{1}(\mathbb{N} ; \mathbb{R}), \mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)$, and other Real algebras

A (coprime) pair $(f, g) \in \mathrm{U}_{2}$ is reducible iff $f+h g \in \mathrm{U}_{1}$ for some $h$. All of our real causal algebras have bsr $\geq 2$, which means that some coprime pairs are not reducible. Even worse, as noted below 6.2 , some pairs generated by two independent positive delays are not reducible even in AP. However, in many real algebras, the coprime pairs that are reducible are exactly those that have the "parity interlacing property" defined later below. That is the subject of this subsection.

The half-plane algebra $A\left(\mathbb{C}_{+}\right)$is the sup-normed Banach algebra of those continuous functions $\overline{\mathbb{C}_{+}} \cup\{\infty\} \rightarrow \mathbb{C}$ that are holomorphic on $\mathbb{C}_{+}$. It is obviously isometrically isomorphic to $A(\mathbb{D})$ through the Cayley transform $f(\cdot) \mapsto f((1-\cdot) /(1+\cdot))$.

Let $(f, g) \in \mathrm{U}_{2}\left(A\left(\mathbb{C}_{+}\right)_{\mathbb{R}}\right)$. We say that $(f, g)$ has the parity interlacing property if $f$ has the same sign at real zeros $\left\{r \in \mathbb{R}_{+} \cup\{\infty\}: g(r)=0\right\}$ of $g$. An equivalent condition is that $f$ has an even number of zeros (counting multiplicities) between any real zeros of $g$. Not all unimodular pairs are reducible (that is, bsr $A\left(\mathbb{C}_{+}\right)_{\mathbb{R}}>1$ ), but the above property characterizes reducible pairs, as shown in [41] (for $A(\mathbb{D})$ ) and restated below.

Lemma 10.1. A pair $(f, g) \in \mathrm{U}_{2}\left(A\left(\mathbb{C}_{+}\right)_{\mathbb{R}}\right)$ is reducible iff $f$ has the same sign at each zero of $g$ on $\mathbb{R}_{+} \cup\{+\infty\}$.

So then $f+h g \in \mathrm{U}_{1}$ for some $h \in A\left(\mathbb{C}_{+}\right)_{\mathbb{R}}$. The necessity of the parity interlacing property is obvious, because $f+h g$ is real and nonzero on $\mathbb{R}_{+}$and hence must have a constant sign.

One easily verifies that an element of $\mathcal{M}_{+}+\mathrm{L}_{+}^{1}$ or of $\ell^{1}\left(\mathbb{N}^{n}\right)$ is real-valued iff its transform is real-symmetric $(\widehat{f}(\bar{z})=\widehat{f}(z))$, so, for example, $\mathcal{F}\left(\mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)\right)=\mathcal{F}\left(\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}\right) \cap A\left(\mathbb{C}_{+}\right)_{\mathbb{R}}$. Therefore, we get the following corollary.
Corollary 10.2. A pair $(f, g) \in \mathcal{F} \mathrm{U}_{2}\left(\mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)\right)$ is reducible iff $f$ has the same sign at each zero of $g$ on $\mathbb{R}_{+} \cup\{+\infty\}$.
Proof. The necessity of the property follows as above. Now assume that $(f, g)$ has the property. By Lemma 10.1, there exists $h \in A\left(\mathbb{C}_{+}\right)_{\mathbb{R}}$ such that $f+g h \in \mathrm{U}_{1}\left(A\left(\mathbb{C}_{+}\right)_{\mathbb{R}}\right)$, that is, $\inf _{\mathbb{C}_{+}}|f+g h|>0$ (Theorem 4.5).

Since real-symmetric polynomials are dense in $A(\mathbb{D})_{\mathbb{R}}$ (Lemma A.1), their Cayley transforms (that is, real-symmetric rational $A\left(\mathbb{C}_{+}\right)_{\mathbb{R}}$ functions) are dense in $A\left(\mathbb{C}_{+}\right)_{\mathbb{R}}$. Consequently, $\inf _{\mathbb{C}_{+}}\left|f+g h^{\prime}\right|>0$ for some real-symmetric rational $h^{\prime} \in A\left(\mathbb{C}_{+}\right)_{\mathbb{R}}$. By Lemma 5.19 (and the fact that $\mathcal{F}\left(\mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)\right)$ consists of the real-symmetric elements of $\mathcal{F}\left(\mathbb{C} \delta_{0}+\mathrm{L}_{+}^{1}\right)$ ), we have $h^{\prime} \in \mathcal{F}\left(\mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)\right)$. But $f+g h^{\prime} \in \mathrm{U}_{1}\left(\mathcal{F} \mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)\right)$, from Theorem 4.5.

Corollary 10.3. A pair $(f, g) \in \mathcal{F} \mathrm{U}_{2}\left(\ell^{1}(\mathbb{N} ; \mathbb{R})\right)$ is reducible iff $f$ has the same sign at each zero of $g$ on $[-1,1]$.

Here $\mathcal{F} \ell^{1}(\mathbb{N})$ can obviously be replaced by any full subring $\mathcal{A} \subset A(\mathbb{D})$ containing all polynomials. The proof is analogous to that of Corollary 10.2 and hence omitted.

The isomorphism of Remark 2.1 extends Corollary 10.3 to $\left(\mathcal{M}_{+}^{\left(1^{+}\right)}\right)_{\mathbb{R}}$; we write this out below. If $\mu=\sum_{k=0}^{\infty} a_{k} \delta_{k T} \in\left(\mathcal{M}_{+}^{\left(1^{+}\right)}\right)_{\mathbb{R}}$, then obviously $\widehat{\mu}(r)=\widehat{a}\left(\mathrm{e}^{-r}\right)$ and $\widehat{\mu}(i / T+r)=$ $\widehat{a}\left(-\mathrm{e}^{-r}\right)$ for every $r \geq 0$. By Remark 2.1, this and Corollary 10.3 imply the following.

Corollary 10.4. A pair $(f, g) \in \mathcal{F} \mathrm{U}_{2}\left(\left(\mathcal{M}_{+}^{\left(1^{+}\right)}\right)_{\mathbb{R}}\right)$ is reducible iff $f$ has the same sign at each zero of $g$ on $\mathbb{R}_{+} \cup\{+\infty\} \cup\left(i / T+\mathbb{R}_{+}\right)$.

The part " $\cup\left(i / T+\mathbb{R}_{+}\right)$" cannot be removed from the above corollary: set $T:=1$; for $f(s)=\mathrm{e}^{-s}, g(s)=\mathrm{e}^{-2 s}-1 / 4$ the pair $(f, g) \in \mathrm{U}_{2}$ is not reducible although $g$ has only one zero on $\mathbb{R}_{+} \cup\{+\infty\}$, because $f$ has a different sign at the zero on $i+\mathbb{R}_{+}$.

Corollary 10.5. A pair $(f, g) \in \mathcal{F} \mathrm{U}_{2}\left(\left(\mathcal{M}_{+}^{\left(1^{+}\right)}+\mathrm{L}_{+}^{1}\right)_{\mathbb{R}}\right)$ is reducible iff $f$ has the same sign at each zero of $g$ on $\mathbb{R}_{+} \cup\{+\infty\}$ and the discrete part of $(f, g)$ is reducible (see Corollary 10.4).

Proof. As before, the parity interlacing property is necessary. By Lemma 4.1, also the latter condition is necessary. Now assume that both conditions hold. Write $f=f_{\mathrm{d}}+f_{\mathrm{a}}, g=g_{\mathrm{d}}+g_{\mathrm{a}}$. Since the discrete part $\left(f_{\mathrm{d}}, g_{\mathrm{d}}\right)$ is reducible, we have $w:=f_{\mathrm{d}}+h_{\mathrm{d}} g_{\mathrm{d}} \in \mathcal{F} \mathrm{U}_{1}\left(\left(\mathcal{M}_{+}^{\left(1^{+}\right)}\right)_{\mathbb{R}}\right)$ for some $h_{\mathrm{d}} \in \mathcal{F}\left(\mathcal{M}_{+}^{\left(1^{+}\right)}\right)_{\mathbb{R}}$. Set $F:=w^{-1}\left(f+h_{\mathrm{d}} g\right)=1+w^{-1}\left(f_{\mathrm{a}}+h_{\mathrm{d}} g_{\mathrm{a}}\right) \in \mathcal{F}\left(\mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)\right)$. From Lemma 3.10, it follows that $(F, g) \in \mathrm{U}_{2}$, that is, $(F, g) \neq 0$ on $\overline{\mathbb{C}_{+}} \cup\{\infty\}$ (Theorem 4.5). Hence $(F, \phi g) \in \mathrm{U}_{2}$, where $\phi(s):=1 /(s+1)$ (because $F(+\infty)=1$ ). (By Lemma 5.19, $\phi \in \mathcal{F}\left(\mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)\right)$.) Set $F^{\prime}:=F$. Since $w \in \mathrm{U}_{1}$ has a constant $\operatorname{sign} p= \pm 1$ on $\mathbb{R}_{+} \cup\{+\infty\}$, the sign of $F$ on the finite real zeros of $g$ (or of $\phi g$ ) equals $p$ times that of $f$, that is, $\left(F^{\prime}, \phi g\right)$ has the parity interlacing property. (Unless $g(+\infty) \neq 0$ and $g(R)=0$ for some $R \in(0, \infty)$ and $f$ and $w$ have different signs at $R$; in this case set $F^{\prime}:=-F$ instead; then $\operatorname{sgn} F^{\prime}(+\infty)=-1$, which equals $-p \operatorname{sgn} f(R)=\operatorname{sgn} F^{\prime}(R)$ and so $\left(F^{\prime}, \phi g\right)$ again has this property.) Thus $F^{\prime}+h_{0} \phi g \in \mathrm{U}_{1}$ for some $h_{0} \in \mathcal{F}\left(\mathbb{R} \delta_{0}+\mathrm{L}^{1}\left(\mathbb{R}_{+} ; \mathbb{R}\right)\right.$ ), by 10.2. From Lemma 3.10, it follows that $(f, g)$ is reducible (namely $f+\left(h_{\mathrm{d}}+w h_{0} \phi\right) g \in \mathrm{U}_{1}$ (or $f+\left(h_{\mathrm{d}}-w h_{0} \phi\right) g \in \mathrm{U}_{1}$ if $\left.F^{\prime}=-F\right)$ ).

From the proofs (in particular from that of Corollary 10.2), we observe the following, which can alternatively also be concluded by density (Lemma A.1).

Remark $10.6\left(\mathcal{A}_{\mathbb{R}}^{\exp }\right)$. The element $h$ such that $f+h g \in \mathrm{U}_{1}$ can be chosen to be rational in Lemma 10.1 and in Corollary 10.2, a polynomial in Corollary 10.3, a finite sum $\sum_{k=1}^{n} h_{n} \mathrm{e}^{-\cdot n T}$ in Corollary 10.4, and such a finite sum plus a rational function in Corollary 10.5.

Therefore, the algebras in Lemma 10.1 and in Corollaries $10.2-10.5$ can be replaced by the corresponding exponential algebras (defined in $\S 9$ ).

Proof. The first paragraph obviously holds.
Let then $(f, g) \in \mathrm{U}_{2}\left(\mathcal{A}^{\exp }\right)$, where $\mathcal{A}^{\exp }$ is the exponential form of the algebra in some of the results. Since $\mathrm{U}_{1}\left(\mathcal{A}^{\exp }\right) \subset \mathrm{U}_{1}(\mathcal{A})$, the corresponding parity interlacing property is still necessary; by the first paragraph it is also sufficient for the existence of $h \in \mathcal{A}^{\exp }$ such that $f+h g \in \mathrm{U}_{1}\left(\mathcal{A}^{\exp }\right)$. But $f+h g \in \mathrm{U}_{1}\left(\mathcal{A}^{\exp }\right)$ iff $f+h g \in \mathrm{U}_{1}(\mathcal{A})$, because $\mathcal{A}^{\exp }$ is full in $\mathcal{A}$, by Theorem 9.3, so we are done.

A result for $H_{\mathbb{R}}^{\infty}$, analogous to that in Lemma 10.1, is given in [40].
An example of extending this characterization to the matrix-valued case (with $f$ rational and $\mathcal{F}^{-1} g$ a measure) is given in [32], or in the rational case also in [38, p. 118]. In these results $\operatorname{det} f$ should have the same sign at all real zeros of $g$. We also mention that bsr $\mathcal{A}^{n \times n}=$ $\lfloor-(\operatorname{bsr} \mathcal{A}-1) / n\rfloor+1$ for an arbitrary ring $\mathcal{A}[37$, Theorem 3], and for a Banach algebra $\mathcal{A}$ with a continuous involution, $\operatorname{tsr} \mathcal{A}^{n \times n}=\lfloor(\operatorname{tsr} \mathcal{A}-1) / n\rfloor+2$; see [23, Theorem 6.1].
10.1. Control-theoretic consequences. The connection between Bass and topological stable ranks and different forms of stabilization of linear systems is best explained in [22], whose results have raised the question of the stable ranks of many of the algebras treated in this article. A wealthy background on the theme is provided by [38]. Therefore, here we mainly make some supplementing observations.

Many of our algebras appear frequently in control theoretic literature, such as [38], [39] (which treats $\ell^{1}(\mathbb{N}), \ell^{1}\left(\mathbb{N}^{2}\right), \ell^{1, \exp }(\mathbb{N}), \mathcal{M}_{+}+\mathrm{L}_{+}^{1}$, and $\left(\mathcal{M}_{+}+\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)\right)^{\exp }$ ), [4] and [22]; see, e.g., [9] for many practical examples. In many cases, the transfer functions actually lie in (the fields of fractions of) smaller algebras (than those studied in the references), which have lower stable ranks and hence lead to more powerful results. This and the many $\mathrm{bsr}=\infty$ results in this article emphasize the importance the other algebras (e.g., in Table 1).

One of the motivations for reducing a coprime pair $(f, g) \in \mathrm{U}_{2}(\mathcal{A})$, that is, for finding $h \in \mathcal{A}$ such that $f+h g$ is invertible, comes from control theory. Indeed, if $\mathcal{A}$ models stable transfer functions and the transfer function of a system is given by $g / f$, then such a function $h$ exists iff the system can be strongly stabilized (stabilized by a stable controller, namely $-h \in \mathcal{A}$ ). [38] [22].

The advantages of strong stabilization are also explained in [38]. They include weaker sensitivity to disturbances, better ability to track reference inputs, the possibility to use the two-stage stabilization procedure, as well as applications in simultaneous stabilization, which leads to better robustness against structural changes including nonlinearities and loss of components. [38]

In continuous-time (respectively, discrete-time) applications, often $\mathcal{A}$ equals $\mathcal{F}\left(\mathcal{M}_{+}+\mathrm{L}_{+}^{1}\right)$ (respectively, $\mathcal{F} \ell^{1}(\mathbb{N})$ ) or some subset of it (possibly real, which motivates this section). If $\operatorname{bsr} \mathcal{A}=1$, then any two plants of same dimensions, admitting doubly coprime factorizations (cf. Subsection 10.2 below), can be stabilized by a controller [22, Corollary 6.7 ]. As the proof (whose origin is in [38]) of that result shows, this simultaneous stabilization can be reduced to a strong stabilization problem in the same algebra, so also the results of this section apply to simultaneous stabilization.

Some control-theoretic applications of other bsr and tsr results (for example, of bsr $\leq 2$ or of $\mathrm{tsr} \leq 2$ ) are explained in [22], where it is also shown how scalar-valued results readily extend to the matrix case. If, for example, bsr $\mathcal{A}=1$, then bsr $\mathcal{A}^{n \times n}=1$, by [37, Theorem 3]. It easily follows (first extend the matrices to squares and later discard unnecessary blocks) that if $f \in \mathcal{A}^{n \times n}$ and $g \in \mathcal{A}^{m \times n}$ are coprime, then $g f^{-1}$ is strongly stabilizable (that is, there exists $h \in \mathcal{A}^{n \times m}$ such that $f+h g \in \mathrm{U}_{1}\left(\mathcal{A}^{n \times n}\right)$. A generalization of this result is given in [22]. Moreover, the above method is constructive if the corresponding scalar result is constructive (as they mostly are).

We also note that most of the applications of stable rank and reduction results are robust with respect to errors, because $\mathrm{U}_{n}$ is open (Lemma 3.4). For example, strong stabilization is robust with respect to small errors in $f, g$ and $h$ (we still have $f+h g \in \mathrm{U}_{1}(\mathcal{A})$ ). Moreover, since most of our algebras are full in the corresponding $H^{\infty}$ algebra (Theorem 4.3), the
applications are actually robust in $H^{\infty}$, that is, the true functions (data or solutions) need not even lie in $\mathcal{A}$ at all, it suffices that they are close to our models in the supremum norm if we are satisfied by the corresponding properties in $H^{\infty}$ (for example, for strong stabilization in $\left.H^{\infty}\right)$. Furthermore, in general the construction of $h \in H^{\infty}$ such that $f+h g \in \mathrm{U}_{1}\left(H^{\infty}\right)$ is terribly difficult [36], so there is a huge advantage of being able to make any constructions in a nice algebra where more elementary constructive results are available. Naturally, the corresponding simple model for $h$ is also desirable.
10.2. Existence of coprime factorizations. Above we considered coprime factorizations $g / f$. Often transfer functions are given as fractions $g / f$ with $g, f \in \mathcal{A}, f \neq 0$ that are not necessarily coprime $\left(\in \mathrm{U}_{2}(\mathcal{A})\right)$. To be able to apply the numerous results for coprime fractions in the literature, such as those in this article, one then wants to find an equivalent coprime factorization. We treat this problem in the remark below.

Remark 10.7. Let $f, g \in \mathcal{A}, f \neq 0$, where $\mathcal{A}$ is a commutative ring with no zero divisors (that is, $a, b \in \mathcal{A}, a b=0, b \neq 0 \Rightarrow a=0$ ). Note that all (non-matrix) algebras defined in this article are of that form. We call " $g / f=w / v$ " a coprime factorization of " $g / f$ " if $(v, w) \in \mathrm{U}_{2}(\mathcal{A})$ and $g v=f w$.

The $\operatorname{ring} \mathcal{A}$ is a so-called Bézout domain iff all such fractions have a coprime factorization [38, p. 332].

Using the corona theorems of this article and methods similar to those in [39] and [18], one can show that $\mathcal{M}_{+}^{1, \exp },\left(\mathcal{M}_{+}^{\left(1^{+}\right)}\right)_{\mathbb{R}}^{\exp }, \mathrm{A}^{\exp }(\mathbb{D})=H^{\infty, \exp }(\mathbb{D}), \mathrm{A}^{\exp }(\mathbb{D})_{\mathbb{R}}=H^{\infty, \exp }(\mathbb{D})_{\mathbb{R}}, \mathrm{C}^{\exp }(\mathbb{T})$, $C^{\exp }(\mathbb{T})_{\mathbb{R}}, \ell^{1, \exp }(\mathbb{N})$ and $\ell^{1, \exp }(\mathbb{N} ; \mathbb{R})$ are Bézout domains but the none of the other algebras defined in this article are Bézout domains.

However, under the additional assumption that the denominator $f$ is bounded below at infinity, that is, $|f(z)| \geq \epsilon\left(z \in \mathbb{C}_{+},|z|>R\right)$ for some $\epsilon, R>0$, then $f / g$ does have a coprime factorization provided that $\mathcal{A}$ equals $H^{\infty, \exp }\left(\mathbb{C}_{+}\right), H_{\mathbb{R}}^{\infty, \exp }\left(\mathbb{C}_{+}\right),\left(\mathcal{A}^{\prime}+\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)\right)^{\exp }$, or $\left(\mathcal{A}^{\prime}+\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)\right)_{\mathbb{R}}^{\exp }$, where $\mathcal{A}^{\prime}$ is a subalgebra of $\mathcal{M}_{+}$and the corona theorem holds for $\mathcal{A}^{\prime}$.

We omit the proofs. In all positive results above, a suitable coprime factorization can be obtained by dividing out the zeros of $(f, g)$ by a suitable rational function (then use the corona Theorem 9.3). The proofs of the negative results are mostly similar to those given in the two references.

An analogous claim holds also in the matrix-valued case (cf. p. 885 and Theorem 2.1 of [39]).

The fact that $\ell^{1, \exp }(\mathbb{N})$ is a Bézout domain (and $\ell^{1}(\mathbb{N})$ and $\ell^{1}\left(\mathbb{N}^{2}\right)$ are not) was proved in [39]. For $\left(\mathcal{M}_{+}+\mathrm{L}^{1}\left(\mathbb{R}_{+}\right)\right)^{\exp }$ the existence of a coprime factorization was shown in [4] assuming that $f$ is bounded below at infinity. Some of the negative results were established in [18].

## Appendix A. Auxiliary results

In this appendix we present some technical results commonly used in our proofs.
First we describe important dense subsets of our algebras.
Lemma A. 1 (density). In each $\ell^{1}$ algebra, elements with finite support are dense. Consequently, finite linear combinations of (included) $\delta_{r}$ 's are dense in each $\mathcal{M}_{*}^{*}$ algebra (see Remark 2.1). Their Laplace transforms are dense in $\mathrm{AP}, \mathrm{AP}_{+}$and $\mathrm{AP}_{S}$. Continuous functions with compact supports are dense in each $\mathrm{L}^{1}$ space in this article. Polynomials are dense
in $A\left(\mathbb{D}^{n}\right)$, by Taylor's Theorem. Polynomials in $z_{k}$ 's and in $z_{k}^{-1}$ 's are dense in $C\left(\mathbb{T}^{n}\right)$, by the Stone-Weierstrass theorem. Corresponding claims also hold for corresponding real algebras.

So for example, real polynomials are dense in $A\left(\mathbb{D}^{n}\right)_{\mathbb{R}}$ and real elements of $\ell^{1}(\mathbb{R})$ with finite support are dense in $\ell^{1}(\mathbb{R} ; \mathbb{R})$. Obviously, Lemma A. 1 holds for the corresponding exponential algebras too. By Lemma 5.19, rational functions are dense in $\mathcal{F}\left(\mathbb{C} \delta_{0}+\mathrm{L}^{1}\right)$.

Proof. This is straightforward except for the real case. But that follows from corresponding complex claims (or as above), for example, if $h \in C\left(\mathbb{T}^{n}\right)_{\mathbb{R}}$ and some polynomials $p_{n}$ converge uniformly to $h$ on $\mathbb{D}$, then $\left\|\left(p_{n}\right)_{R}-h\right\|_{\infty}=\left\|\left(p_{n}-h\right)_{R}\right\|_{\infty} \rightarrow 0$, by Lemma 4.4.

We recall from [26, p. 153] that a differentiable image of a null set is a null set.
Lemma A.2. If $V \subset \mathbb{R}^{n}$ is open, $f: V \rightarrow \mathbb{R}^{n}$ is differentiable, $\Omega \subset V$, and $m(\Omega)=0$, then $m(f[\Omega])=0$; hence then $\mathbb{R}^{n} \backslash f[\Omega]$ is dense in $\mathbb{R}^{n}$.

If $\Omega \subset \mathbb{R}^{k}$ is open, $k<n$, and $f: \Omega \rightarrow \mathbb{R}^{n}$ is differentiable, then $m(f[\Omega])=0$; hence then $\mathbb{R}^{n} \backslash f[\Omega]$ is dense in $\mathbb{R}^{n}$.

To prove the latter claim, apply the former to $g\left(x_{1}, \ldots, x_{n}\right):=f\left(x_{1}, \ldots, x_{k}\right), V:=\Omega \times \mathbb{R}^{n-k}$, and $\Omega^{\prime}:=\Omega \times\{0\}^{n-k}$.

The following is an obvious consequence of Brouwer's fixed point theorem.
Lemma A. 3 (Brouwer). If $f \in C\left(\mathbb{R}^{n} ; \mathbb{R}^{n}\right)$ is bounded, then $f(x)=x$ for some $x \in \mathbb{R}^{n}$.
We recall the Riemann-Lebesgue Lemma.
Lemma A. 4 (Riemann-Lebesgue). If $f \in \mathrm{~L}^{1}\left(\mathbb{R}_{+}\right)$(respectively, $f \in \mathrm{~L}^{1}(\mathbb{R})$ ) and $\epsilon>0$, then there exists $R<\infty$ such that $|f(z)|<\epsilon$ when $z \in \mathbb{C}_{+}$(respectively, $z \in i \mathbb{R}$ ) and $|z| \geq R$.

The next result says that if $f \in C^{1}$ has a zero $f(a)=0$ with invertible derivative $f^{\prime}(a)$, then for small $g \in C, f+g$ also has a zero (near $a$ ).
Lemma A.5. Let $V \subset \mathbb{R}^{n}$ be open and $a \in V$. If $f \in C^{1}\left(V ; \mathbb{R}^{n}\right), f(a)=b$ and $f^{\prime}(a)$ is invertible, then there exists $\delta>0$ such that for every $g \in C\left(V ; \mathbb{R}^{n}\right)$ satisfying $\|g\|_{\infty}<\delta$, there holds that $b \in(f+g)[V]$.

Assume, in addition, that $M^{\prime \prime}:=\sup _{V}\left\|f^{\prime \prime}\right\|<\infty$. If $M:=\left\|f^{\prime}(a)^{-1}\right\|$, then we can have $\delta=1 / 4 M^{2} M^{\prime \prime}$ above.

Proof.
$1^{\circ}$ We can and will assume that $a=0=b$. By the Inverse Function Theorem [25], there exists $r>0$ and an open $W \subset \mathbb{R}^{n}$ such that $B_{r} \subset V, f$ is one-to-one on $B_{r}$ with inverse $h \in C^{1}\left(W ; B_{r}\right)$, where $W:=f\left[B_{r}\right], B_{r}:=\left\{x \in \mathbb{R}^{n}:|x|<r\right\}$. Fix some $\epsilon \in(0, r)$. Since $h(0)=0$ (that is, $h(b)=a$ ), there exists $\delta>0$ such that $|h(x)| \leq \epsilon$ when $|x| \leq \delta$.

Assume that $\|g\|_{\infty} \leq \delta$. The function $G:=h \circ-g \in C\left(V ; \mathbb{R}^{n}\right)$ satisfies $|G(x)| \leq \epsilon$ for $x \in V$, so $G$ maps $\bar{B}_{\epsilon} \rightarrow \bar{B}_{\epsilon}$. From Brouwer's fixed point theorem, it follows that $G(x)=x$ for some $x \in \bar{B}_{\epsilon}$. But $f(x)=f(G(x))=f(h(-g(x)))=-g(x)$, that is, $f(x)+g(x)=0$, as desired.
$2^{\circ}$ From the proof of [25, Theorem 9.24], we observe that $r:=1 / 2 M M^{\prime \prime}$ will do above. But $|f(x)| \geq 0+\left|f^{\prime}(a) x\right|-M^{\prime \prime}|x|^{2} / 2 \geq|x| / \| A^{-1}| |-M^{\prime \prime}|x|^{2} / 2>|x| M^{-1}\left(1-M M^{\prime \prime} r / 2\right) \geq$ $\epsilon M^{-1} 3 / 4=\delta$ when $r>|x| \geq \epsilon$. Thus $f\left[B_{r} \backslash B_{\epsilon}\right] \subset B_{\delta}^{c}$. So $h\left[B_{\delta}\right] \subset B_{\epsilon} \cup B_{r}$, hence $h\left[B_{\delta}\right] \subset B_{\epsilon}$ (being connected and containing $h(0)=0$ ), so this $\delta$ will do. Since $\epsilon<r$ was arbitrary, any $\delta<r M^{-1} 3 / 4=3 / 8 M^{2} M^{\prime \prime}$ will do.
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[^1]:    ${ }^{1}$ By $(\mathcal{A},+, \cdot)$ being a $\operatorname{ring}$ we mean that $(\mathcal{A},+)$ is a group, $(\mathcal{A}, \cdot)$ is associative and unital, and $a(b+c)=$ $a b+a c,(b+c) a=b a+c a \forall a, b, c \in \mathcal{A}$. An algebra is a ring.
    ${ }^{2}$ By a Banach algebra we mean a real or complex Banach algebra with a unit element 1. We do not assume commutativity, but the algebras defined in this article happen to be commutative (except in the matrix-valued case).

[^2]:    ${ }^{3}$ Here, by $m_{j}(A)=0$, we mean that $A$ is the $C^{1}$ image of some $A^{\prime} \subset \mathbb{R}^{j}$ satisfying $m_{j}\left(A^{\prime}\right)=0$. By Lemma A.2, this is equivalent to the standard definition if $A \subset \mathbb{R}^{j}$.

[^3]:    ${ }^{4}$ By $\top$ we denote the transpose, by $T$ the vector in (11).

[^4]:    ${ }^{5}$ That is, $\mathcal{A}$ is a closed subalgebra of $\mathcal{M}$ with the same norm.

