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Abstract. The external Cayley transform is used for the conversion between
the linear dynamical systems in scattering form and in impedance form. We
use this transform to define a class of formal impedance conservative boundary
control systems (colligations), without assuming a priori that the associated
Cauchy problems are solvable. We give sufficient and necessary conditions
when impedance conservative colligations are internally well-posed boundary
nodes; i.e., when the associated Cauchy problems are solvable and governed
by C0 semigroups. We define a “strong” variant of such colligations, and we
show that “strong” impedance conservative boundary colligation is a slight
generalization of the “abstract boundary space” construction for a symmetric
operator in the Russian literature. Many aspects of the theory is illustated by
examples involving the transmission line and the wave equations.
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1. Introduction

This paper deals with linear boundary control/observation systems described by
differential equations of the form

u(t) = Gz(t) ,

ż(t) = Lz(t) ,

y(t) = Kz(t) , t ∈ R+ = [0,∞) ,

z(0) = z0.

(1.1)

In a typical application L is a partial differential operator on a bounded domain
Ω ⊂ Rn, and G and K are composed of some boundary trace operators on ∂Ω.
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Let us explain the purpose of this paper with a concrete example. Suppose we
wish to compute the total impedance of an electical transmission line, described
by the coupled first order PDEs






∂
∂t

[
I(ξ, t)
U(ξ, t)

]
=

[
0 − 1

L(ξ)
∂
∂ξ

− 1
C(ξ)

∂
∂ξ 0

] [
I(ξ, t)
U(ξ, t)

]

for (ξ, t) ∈ [0, 1] × R+ ,

u(t) = I(0, t) for t ∈ R+ and y(t) = U(0, t) for t ∈ R+ ,

I(ξ, 0) = U(ξ, 0) = 0 for ξ ∈ [0, 1] and I(1, t) = 0 for t ∈ R+ .

(1.2)

These equations are clearly of the form (1.1). The real-valued, continuously dif-
ferentiable functions L(ξ) and C(ξ) are the distributed inductances and the capac-
itances of the line at point ξ, and it will be assumed that L(ξ) ≥ η and C(ξ) ≥ η
for some η > 0. The functions I(ξ, t) and U(ξ, t) are the current and the volt-
age at point ξ at time t, respectively. It is thus clear that the transfer function
of (1.2) represents the total impedance Ẑ(s) of the line, provided we can make
sense out of (1.2) as an infinite-dimensional state space system with input u(·)
and output y(·).

The setting described above can be technically difficult to deal with. By
choosing the signals in a different way we get a system with better mathematical
properties. Instead of (1.2) we can study the scattering system described by






∂
∂t

[
I(ξ, t)
U(ξ, t)

]
=

[
0 − 1

L(ξ)
∂
∂ξ

− 1
C(ξ)

∂
∂ξ 0

] [
I(ξ, t)
U(ξ, t)

]

for (ξ, t) ∈ [0, 1] × R+ ,

u(1)(t) =
[

1√
2

1√
2

] [ I(0, t)
U(0, t)

]
for t ∈ R+ , and

y(1)(t) =
[

1√
2

− 1√
2

] [I(0, t)
U(0, t)

]
for t ∈ R+ ,

I(ξ, 0) = U(ξ, 0) = 0 for ξ ∈ [0, 1] and I(1, t) = 0 for t ∈ R+ .

(1.3)

Also these equations are of the form (1.1). Since equations (1.3) do not include en-
ergy dissipative resistances, it is physically plausible (and we prove it in Section 6)
that they define a scattering conservative, well-posed boundary control system with
input u(1)(·) and output y(1)(·). Such systems are described in [12,13]; see also [14].

In system theory, the translation from (1.2) to (1.3) is known as the external
Cayley transform. Also the name diagonal transform has been used in the Rus-
sian literature; see [10]. The external Cayley transform can be applied to a much
larger class of linear infinite-dimensional systems than just the transmission line
described above; see Definition 3.1 below.
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Suppose that the triple Ξ(1) =
[

G(1)

L
K(1)

]
is the external Cayley transform of the

triple Ξ =
[

G
L
K

]
. Even when Ξ(1) is known to be a scattering conservative boundary

node, two difficulties may appear:
• There is no guarantee that the triple Ξ itself is a (forward time) boundary

node in the sense of Definition 2.2. (If it is, then it is internally well-posed in
the sense that it has a strongly continuous semigroup; see Proposition 4.1.)

• Even if such a triple Ξ were an internally well-posed boundary node, it need
not define a well-posed linear system.
The main purpose of this paper is to treat the first of these problems in an

abstract framework that includes boundary control systems. We discuss connec-
tions to the earlier results on the abstract boundary spaces as defined [6] and the
references therein. Finally, in Section 6 we return to the example described above.

A great deal has been written about continuous-time passive and conserva-
tive linear systems with scattering and impedance (energy) supply rates. Typically,
these systems are well-posed or, more generally, induced by systems nodes. How-
ever, no special attention has been paid to their possible boundary control nature.
Conservative scattering and impedance systems (also in discrete time) are treated
in [3]. The papers [13,21–23], and [24] deal with scattering conservative well-posed
linear systems, and in [1] and [20] passive systems are also included. The arti-
cles [17, 18], and [19] describe the interplay between scattering and impedance
supply rates both in the passive and in the conservative case.

The roots of the present functional analytic boundary node formulation go
back to Fattorini [5] and Balakrishnan [2]. Significant progress was made by Sala-
mon [16]. Boundary control systems have found their place in the present PDE
literature, see [8]. This article is a continuation of our study of scattering conser-
vative boundary control systems in [13].

It is well known that every scattering passive boundary node induces a
scattering passive well-posed linear system, and that every internally well-posed
boundary node induces a system node (see [13]). Thus, the boundary node setting
is less general than the system node setting. In our opinion, the main advantage of
the boundary node formulation is its easy applicability and its striking simplicity
compared to the notion of a system node. All the proofs in this article are given
directly in the boundary node setting, and they do not assume any prior knowledge
of systems nodes from the reader.

2. Scattering passive nodes

In this section we study the scattering case. We define the notion of a scattering
passive or conservative boundary node, and then we give a necessary and sufficient
conditions for a triple of operators G, L, and K to form a node of one of these
types. We then move on to reformulate these conditions in terms of geometric
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conditions in a particular Krĕın space. These conditions will be important for our
treatment of the impedance case in the next section.

We begin by introducing some terminology and defining a boundary node in
general.

Definition 2.1. A colligation Ξ :=
([

G
L
K

]
;
[ U
X
Y

])
consists of the three Hilbert spaces

U , X , and Y, and the three linear maps G, L, and K, with the same domain Z ⊂ X
and with values in U , X , and Y, respectively. By the domain Dom (Ξ) of Ξ we
mean the common domain Z of G, L, and K. This colligation is closed if

[
G
L
K

]
is

closed as an operator X →
[ U
X
Y

]
with domain Z.

Definition 2.2. A colligation Ξ :=
([

G
L
K

]
;
[ U
X
Y

])
is a boundary node if the following

conditions are satisfied:
(i) Ξ is closed;
(ii) G is surjective and N (G) is dense in X ;
(iii) The operator A := L|N (G) has a nonempty resolvent set.
This boundary node is internally well-posed (in the forward time direction) if, in
addition,
(iv) A generates a C0 semigroup.

We call U the input space, X the state space, Y the output space, Z the
solution space, G the input boundary operator, L the interior operator, K the
output boundary operator, and A the main operator (or the semigroup generator
in the internally well-posed case).

If Ξ =
([

G
L
K

]
;
[ U
X
Y

])
is an internally well-posed boundary node, then (1.1)

has a unique solution for sufficiently smooth input functions u and initial states
z0 compatible with u(0). More precisely, as shown in [13, Lemma 2.6], for all
z0 ∈ X and u ∈ C2(R+;U) with Gz0 = u(0) the first, second and fourth of the
equations (1.1) have a unique solution z ∈ C1(R+;X ) ∩ C(R+;Z),1 and hence we
can define y ∈ C(R+;Y) by the third equation in (1.1). In the rest of this article,
when we say “a smooth solution of (1.1) on R+” we mean a solution with the
above properties.

Definition 2.3. A boundary node Ξ on (U ,X ,Y) is scattering passive if it is inter-
nally well-posed and all smooth solutions of (1.1) on R+ satisfy

d
dt

‖z(t)‖2
X + ‖y(t)‖2

Y ≤ ‖u(t)‖2
U , t ∈ R+ . (2.1)

It is scattering energy-preserving if the above inequality holds in the form of an
equality.

1Here we use the graph norm of
[

G
L
K

]
in Dom (Ξ).
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Following [13], we define scattering conservativity by means of time-flow in-
version.

Definition 2.4. A boundary node Ξ =
([

G
L
K

]
;
[ U
X
Y

])
is time-flow invertible if the

colligation Ξ← :=
([

K
−L
G

]
;
[ Y
X
U

])
is a boundary node. The node Ξ is scattering

conservative if it is time-flow invertible and both Ξ itself and the time-flow inverse
Ξ← are energy preserving.

The following theorem gives necessary and sufficient conditions for a colliga-
tion Ξ to be a scattering passive boundary node.

Theorem 2.5. A colligation Ξ =
([

G
L
K

]
;
[ U
X
Y

])
is a scattering passive boundary

node if and only if it satisfies the following two conditions:
(i)
[

G
α−L

]
is surjective for some α ∈ C+ := {z ∈ C | Re z > 0};

(ii) For all z ∈ Dom (Ξ) we have

2Re 〈z, Lz〉X + ‖Kz‖2
Y ≤ ‖Gz‖2

U . (2.2)

The colligation Ξ is a scattering energy preserving boundary node if and only
if it is scattering passive and (2.2) holds in the form of an equality, i.e.,

2Re 〈z, Lz〉X + ‖Kz‖2
Y = ‖Gz‖2

U , z ∈ Dom (Ξ) . (2.3)

Finally, Ξ is a scattering conservative boundary node if and only if it is an energy
preserving boundary node and, in addition,
(iii)

[
γ−L
K

]
is surjective for some γ ∈ C− := {z ∈ C | Re z < 0}.

If Ξ is scattering passive, then the semigroup generated by L|N (G) is a contraction
semigroup and condition (i) holds for all α ∈ C+. If Ξ is scattering conserva-
tive, then the semigroup generated by −L|N (K) is a contraction semigroup and
condition (iii) holds for all γ ∈ C−.

Clearly, condition (i) in Theorem 2.5 holds if and only if both G and α − A
are surjective, where A := L|N (G).

Proof of Theorem 2.5. Suppose first that Ξ is a scattering passive boundary node.
Then condition (ii) in Definition 2.2 says that G is surjective, and condition (iv)
in Definition 2.2 implies that (α−A) is surjective for all α with Reα large enough.
Thus, condition (i) in Theorem 2.5 holds. To verify condition (ii) in Theorem 2.5
we take any z0 ∈ Dom (Ξ) and let (u, z, y) be the smooth solution of (1.1) with
initial state z(0) = z0 and constant input function u(t) = Gz0 for t ≥ 0 (see [13,
Lemma 2.6]). Then (1.1) and (2.1) with t = 0 imply (2.2) with z replaced by z0

(since d
dt‖z(t)‖2

X = 2Re 〈z(t), ż(t)〉X ). Thus, (2.2) holds for all z ∈ Dom (Ξ).
Conversely, suppose that the assumption of Theorem 2.5 holds. It follows

from (2.2) that A is dissipative. We claim that A is even maximal dissipative,
and hence it generates a C0 contraction semigroup (in particular, N (G) is dense
in X ). Without loss of generality, we may assume that α in condition (i) is real
and positive (otherwise we replace α by Reα and A by A− iImα). It then follows



284 J. Malinen and O. J. Staffans Comp.an.op.th.

from [15, Theorems 1.4.3 and 1.4.6] that A is maximal dissipative, and that it
generates a contraction semigroup. This implies that C+ ∈ ρ(A) (see, e.g., [20,
3.2.9]), and hence (i) holds for all α ∈ C+.

That Ξ is closed will be shown as a part of the proof of Lemma 2.6. Taking
this for granted, we find that the assumption of Theorem 2.5 imples that Ξ is
an internally well-posed boundary node. That also (2.1) holds follows from (1.1)
and (2.2), and we conclude that Ξ is a scattering passive boundary node.

The proofs for the energy-preserving case and conservative case are analogous,
and they are left to the reader. !

In the next two lemmas, we characterize a scattering passive, energy preserv-
ing, or conservative boundary node Ξ in terms of the Krĕın space structure of the
graph of Ξ. For that reason, let us first recall some definitions and facts about
Krĕın spaces.

Let H be a Hilbert space with the inner product 〈·, ·〉, and let J = J∗ = J−1

be a signature operator in H. Denote by K the resulting Krĕın space that we
get from H by using the (possibly) nondefinite inner product [·, ·] = 〈·, J ·〉. The
nonpositivity of a subspace V ⊂ K means that [z, z] ≤ 0 for all z ∈ V . Such a V is
maximal nonpositive if it is not included in a strictly larger nonpositive subspace
of K. A maximal nonpositive subspace is always closed. Nonnegative and maximal
nonnegative subspaces are defined analogously. A subspace V ⊂ K is called neutral
if [z, z] = 0 for all z ∈ V . Writing V [⊥] := {z ∈ K : [z, v] = 0 for all v ∈ V } for the
Krĕın orthogonal companion, we see (by the polarization identity) that V is neutral
if and only if V ⊂ V [⊥]. If V = V [⊥], then V is called Lagrangian. A subspace is
Lagrangian if and only if it is both maximal nonnegative and maximal nonpositive
(see [4, Theorem 7.4, p. 15]).

Let now K′ be another Krĕın space with inner product [·, ·]′. We say that
a bounded operator U : K → K′ is (Krĕın) unitary if it is a bijection and
[Uz1, Uz2]′ = [z1, z2] for all z1, z2 ∈ K. We shall use several times the following
easily verified facts: Such U maps (maximal) nonpositive subspaces onto (max-
imal) nonpositive subspaces, (maximal) nonnegative subspaces onto (maximal)
nonnegative subspaces, neutral subspaces onto neutral subspaces, and Lagrangian
subspaces onto Lagrangian subspaces.

By the graph G (Ξ) of a colligation Ξ =
([

G
L
K

]
;
[ U
X
Y

])
we mean the set

G (Ξ) =










u
z
v
y



 ∈





U
X
X
Y





∣∣∣∣∣∣∣∣




u
v
y



 =




G
L
K



 z, z ∈ Dom (Ξ)





. (2.4)

Clearly, this graph is closed in
[ U
X
X
Y

]
if and only if Ξ is closed.
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Lemma 2.6. The colligation Ξ =
([

G
L
K

]
;
[ U
X
Y

])
is a scattering passive boundary

node if and only if G (Ξ) is a maximal nonpositive subspace of the Krĕın space Ksc

induced by the signature operator Jsc :=
[−1 0 0 0

0 0 1 0
0 1 0 0
0 0 0 1

]
in the Hilbert space

[ U
X
X
Y

]
.

Proof. We begin by showing that G (Ξ) is maximal nonpositive if and only if the
assumption of Theorem 2.5 holds. It is easy to see that condition (ii) in Theorem 2.5
holds if and only if G (Ξ) is nonpositive in Ksc. In the sequel we assume these
equivalent conditions to hold, and show that then G (Ξ) is maximal nonpositive if
and only if condition (i) in Theorem 2.5 holds.

It is easy to see that for each α ∈ C+, the operator

U int
α :=





1 0 0 0
0 1√

2Reα
0 0

0 0 1√
2Reα

0
0 0 0 1









1 0 0 0
0 α −1 0
0 α 1 0
0 0 0 1





is a (Krĕın) unitary operator from Ksc to the Krĕın space Ki
sc induced by the

signature operator J i
sc :=

[−1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 1

]
in
[ U
X
X
Y

]
. Thus, G (Ξ) is maximal nonpositive

in Ksc if and only if the image

U int
α G (Ξ) =










Gz
1/

√
2Reα(α − L)z

1/
√

2Reα(α + L)z
Kz





∣∣∣∣∣∣∣∣
z ∈ Dom (Ξ)





(2.5)

is maximal nonpositive in Ki
sc.

Because of condition (ii) in Theorem 2.5, the operator
[

G
1/

√
2Reα(α−L)

]
is

injective. Therefore the image U int
α G (Ξ) is the graph of an operator T from

Dom (T ) = R
([

G
1/

√
2Reα(α−L)

])
into

[X
Y
]
, and this operator is a contraction since

U int
α G (Ξ) is nonpositive in Ki

sc. According to [4, Theorem 11.7, p. 54 and Theo-
rem 4.2, p. 105], U int

α G (Ξ) is maximally nonnegative if and only if Dom (T ) = [ UX ],
and this is true if and only if condition (i) in Theorem 2.5 holds.

We have now shown that G (Ξ) is maximal nonnegative if and only if the
assumption of Theorem 2.5 holds. Since every maximal nonnegative subspace is
closed (see [4, Theorem 4.1, p. 105]), this means that the assumption of Theo-
rem 2.5 implies that Ξ is closed, and we have thereby completed the proof of
Theorem 2.5. The conclusion of the present lemma follows immediately. !

Lemma 2.7. Let Ξ =
([

G
L
K

]
;
[ U
X
Y

])
be a colligation.

(i) Ξ is a scattering energy preserving boundary node if and only if G (Ξ) is a
neutral and maximal nonpositive subspace of the Krĕın space Ksc defined in
Lemma 2.6.
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−

+

Ẑ(s) i(t)

i(t)

u(β)(t)

y(β)(t)β

R
L

=
β

Figure 1. Cayley transform

(ii) Ξ is a scattering conservative boundary node if and only if G (Ξ) is a maximal
nonpositive and maximal nonnegative subspace of the Krĕın space Ksc defined
in part (iii) of Lemma 2.6, or equivalently, if and only if G (Ξ) is a Lagrangian
subspace of Ksc.

The proof of this proposition is analogous to the proof of Lemma 2.6, and we
leave it to the reader. The system node version of part (ii) of this lemma is found
in [3, Proposition 4.9].

3. Impedance passive nodes

As we mentioned in the introduction, we shall study impedance type systems by
transforming them into scattering type systems by means of the external Cayley
transform. We assume first that the output space Y is equal to the input space U .

Definition 3.1. By the external Cayley transform of Ξ with parameter β ∈ C+ of

the colligation Ξ =
([

G
L
K

]
;
[ U
X
U

])
we mean the colligation Ξ(β) =

([
G(β)

L
K(β)

]
;
[ U
X
U

])

with Dom
(
Ξ(β)

)
= Dom (Ξ), where

G(β) =
βG + K√

2Reβ
and K(β) =

βG − K√
2Reβ

. (3.1)

The interpretation of this transform is the following: the old input u and
the old output y in (1.1) are replaced by the new input u(β) = (βu + y)/

√
2Reβ

and the new output y(β) = (βu − y)/
√

2Reβ. In the case of the transmission line
example in Section 1, the external Cayley transform (with β = 1) takes the form
of Figure 1 where Ẑ(s) for s ∈ C+ denotes the total impedance of the transmission
line.2

We define the class of impedance passive colligations by reducing it to the
scattering case by means of the external Cayley transform:

2This Ẑ(s) equals the transfer function of the system node defined by (1.2).
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Definition 3.2. Let Ξ=
([

G
L
K

]
;
[ U
X
U

])
be a colligation, and let Ξ(β) =

([
G(β)

L
K(β)

]
;
[ U
X
U

])

be the external Cayley transform of Ξ with parameter β.

(i) Ξ is impedance passive if Ξ(β) is a scattering passive boundary node for some
β ∈ C+.

(ii) Ξ is impedance energy preserving if Ξ(β) is a scattering energy preserving
boundary node for some β ∈ C+.

(iii) Ξ is impedance conservative if Ξ(β) is a scattering conservative boundary node
for some β ∈ C+.

We remark that the operators G and K of an impedance passive colligation
Ξ =

([
G
L
K

]
;
[ U
X
U

])
satisfy G, K ∈ L(Z;U) when Z = Dom (Ξ) is equipped with

the graph norm of
[

G
L
K

]
. This holds because the graph norms of

[
G
L
K

]
and

[
G(β)

L
K(β)

]

are equivalent on Z for all β ∈ C+.
As will be shown in Theorem 3.3 below, Definition 3.2 is independent of the

parameter β in the sense that if the conditions (i)–(iii) are true for some β ∈ C+,
then they are true for all β ∈ C+. For the transmission line system of Section 1, the
parameter β is the resistance used for the measurement of the voltage y(t) = U(0, t)
and current u(t) = I(0, t), see Figure 1. The energy dissipated in this resistor is re-
created in the internal current source, to be dissipated again in the external load
RL = β. Thus, the net energy storage/dissipation inside the externally Cayley
transformed system is due to the impedance Ẑ(s) of the transmission line alone,
and it is given by

2
∫ T

−∞
y(t)u(t) dt =

∫ T

−∞

(
|u(β)(t)|2 − |y(β)(t)|2

)
dt

for any T ∈ R and β > 0.
We next characterize impedance passivity or conservativity by means of a

geometric condition in a particular Krĕın space.

Theorem 3.3. Let Ξ =
([

G
L
K

]
;
[ U
X
U

])
be a colligation.

(i) Ξ is impedance passive if and only if its graph G (Ξ) is a maximal nonpositive
subspace of of the Krĕın space Kimp induced by the signature operator Jimp :=[

0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0

]
in the Hilbert space

[ U
X
X
U

]
.

(ii) Ξ is impedance energy preserving if and only if its graph G (Ξ) is a neutral
and maximal nonpositive subspace of the Krĕın space Kimp defined in (i).

(iii) Ξ is impedance conservative if and only if its graph G (Ξ) is a Lagrangian
subspace of the Krĕın space K defined in (i).

In particular, the three words “some” in Definition 3.2 can be replaced by the word
“all”, without changing the meaning of the notions defined there.
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The system node version of part (iii) of this theorem is found in [3, Proposi-
tion 4.11].

Proof of Theorem 3.3. For each β∈C+, the bijection Uext
β : Kimp → Ksc defined by

Uext
β :=





1√
2Re β

0 0 0
0 1 0 0
0 0 1 0
0 0 0 1√

2Re β









β 0 0 1
0 1 0 0
0 0 1 0
β 0 0 −1





is (Krĕın) unitary. Here Ksc is defined in part (iii) of Lemma 2.6. Thus the (max-
imal) nonpositivity, the (maximal) nonnegativity and neutrality of subspaces is
preserved under this mapping. Since Uext

β G (Ξ) = G
(
Ξ(β)

)
, the claims (i)–(iii)

follow from Lemmas 2.6 and 2.7.
Because none of the Krĕın space conditions in claims (i)–(iii) of this lemma

depends on the parameter β, we conclude that if any of these condition holds for
one β ∈ C+, then the same condition holds for all β ∈ C+. !

Theorem 3.4. Let Ξ =
([

G
L
K

]
;
[ U
X
U

])
be a colligation.

(i) Ξ is impedance passive if and only if the following two conditions hold:
(a)

[
βG+K
α−L

]
is surjective for some α, β ∈ C+;

(b) For all z ∈ Dom (Ξ) we have

Re 〈z, Lz〉X ≤ Re 〈Kz, Gz〉U . (3.2)

(ii) Ξ is impedance energy preserving if and only if it is impedance passive and
(3.2) holds in the form of an equality, i.e., for all z ∈ Dom (Ξ) we have

Re 〈z, Lz〉X = Re 〈Kz, Gz〉U . (3.3)

(iii) Ξ is impedance conservative if and only if it is impedance energy preserving
and, in addition,
(c)
[

γ−L
βG−K

]
is surjective for some β ∈ C+ and γ ∈ C−.

For an impedance passive Ξ, condition (a) holds for all α, β ∈ C+. For an
impedance conservative Ξ, also condition (c) holds for all β ∈ C+ and γ ∈ C−.

Proof. All this follows from Lemmas 2.6 and 2.7, together with Theorem 3.3. !
Remark 3.5. The cases Reα = 0 and Re γ = 0 are excluded in Theorem 3.4
because the given conditions are no longer necessary for impedance passivity or
conservativity in this case. However, conditions (a) and (c) are still sufficient for
impedance passivity or conservativity even when Reα = 0 or Re γ = 0. The proof
of this fact is similar to that of Theorem 4.3.

Impedance passive nodes also occur naturally in a different setting where
the input and output spaces are different. In this case we need to reinterpret
the right-hand sides of (3.2) and (3.3) in a new way. Instead of requiring that
Y = U we now interpret Y as the dual space of U . More precisely, we suppose
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that every bounded linear functional on U has a unique representation of the type
u .→ 〈y, u〉(Y,U) for some y ∈ Y, where 〈·, ·〉(Y,U) is a duality pairing between Y
and U), and replace (3.2) and (3.3) by

Re 〈z, Lz〉X ≤ Re 〈Kz, Gz〉(Y,U) (3.4)

and
Re 〈z, Lz〉X = Re 〈Kz, Gz〉(Y,U) , (3.5)

respectively. By Riesz representation theorem, given a duality pairing 〈·, ·〉(Y,U)

between Y and U , there exists a unique unitary operator Ψ : U → Y such that

〈y, u〉(Y,U) = 〈y,Ψu〉Y = 〈Ψ∗y, u〉U , y ∈ Y, u ∈ U , (3.6)

and conversely, each unitary operator Ψ : U → Y defines a duality pairing be-
tween Y and U through (3.6). We shall refer to Ψ as the duality map between U
and Y.

Definition 3.6. Let Ξ =
([

G
L
K

]
;
[ U
X
Y

])
be a colligation, where Y has been identified

with the dual of U with duality map Ψ : U → Y. Then Ξ is impedance passive (or
energy preserving, or conservative) if the node ΞΨ =

([
G
L

Ψ∗K

]
;
[ U
X
U

])
is passive (or

energy preserving, or conservative) in the sense of Definition 3.2.

We leave it for an interested reader to formulate the modified versions of
Theorems 3.3 and 3.4 for the case U /= Y.

4. Internal well-posedness

One of the most important problems for impedance passive colligations Ξ is to
verify that the associated Cauchy problems (1.1) have unique smooth solutions.
This amounts to showing that Ξ is an internally well-posed boundary node.

Proposition 4.1. An impedance passive colligation Ξ =
([

G
L
K

]
;
[ U
X
Y

])
is an inter-

nally well-posed boundary node if and only if
[

G
α−L

]
is surjective for some α ∈ C+.

The semigroup of an impedance passive internally well-posed boundary node is a
contraction semigroup.

In this proof, and in all other proofs in this section, we take for simplicity
Y = U . To get the general case Y /= U , it suffices to replace K throughout by Ψ∗K
where Ψ is the unitary operator in (3.6).

Proof of Proposition 4.1. The “only if” part is trivial. For the “if” part, note that
L|N (G) generates a C0 contraction semigroup by the argument given in the proof
of Theorem 2.5, with (2.2) replaced by (3.4). The colligation Ξ is closed, since
G (Ξ) is closed as a maximal nonnegative subspace of the Krĕın space Kimp, see
Theorem 3.3. Thus Ξ is an internally well-posed boundary node. !

The following proposition takes a closer look at the impedance conservative
case.
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Proposition 4.2. Let Ξ =
([

G
L
K

]
;
[ U
X
Y

])
be an impedance conservative colligation.

Define A := L|N (G) and Ξ′ :=
([

G
−L
−K

]
;
[ U
X
Y

])
. Then the colligation Ξ′ is impedance

conservative, too, and the following conditions are equivalent:
(i) G is surjective, and both ρ(A) ∩ C+ /= ∅ and ρ(A) ∩ C− /= ∅;
(ii) G is surjective and A∗ = −A;
(iii) Ξ is an internally well-posed boundary node, and the semigroup of Ξ is uni-

tary;
(iv) Both Ξ and Ξ′ are internally well-posed boundary nodes.

In many PDE applications (including both the examples of Section 6) the
operator A = L|N (G) has a compact resolvent. Then the intersection σ(A) ∩ iR is
at most countable, and the two spectral assumptions in (i) are satisfied.

Proof of Proposition 4.2. It is easy to check that G (Ξ′) is Lagrangian if and only
if G (Ξ) is Lagrangian. Thus the colligation Ξ′ is impedance conservative by The-
orem 3.3.

The implication (i) ⇒ (iv) follows from Proposition 4.1. By the same propo-
sition, if (iv) holds, then both A and −A generate contraction semigroups, and
hence the semigroups generated by these operators are unitary, so that (iii) holds.
It is easy to see that (iii) ⇒ (ii) ⇒ (i). !

The following theorem can be used to check both the impedance passivity
(or conservativy) and the internal well-posedness at the same time:

Theorem 4.3. Let Ξ =
([

G
L
K

]
;
[ U
X
Y

])
be a colligation with the property that [ G

L ] is
closed (with domain Dom (Ξ)) and K is continuous with respect to the graph norm
of [ G

L ].
(i) Suppose that (3.4) holds for all z ∈ Dom (Ξ), and that

[
G

α−L

]
is surjective

for some α ∈ C with Reα ≥ 0. Then Ξ is an internally well-posed impedance
passive boundary node.

(ii) If (3.5) holds for all z ∈ Dom (Ξ) and if both
[

G
α−L

]
and

[
G

γ−L

]
are surjective

for some α, γ ∈ C with Reα ≥ 0 and Re γ ≤ 0, then Ξ is an internally well-
posed impedance conservative boundary node which a unitary semigroup.

Proof. It is easy to see that Ξ is closed (cf. Lemma 4.5).
According to part (i) of Theorem 3.4, in order to prove that Ξ is impedance

passive under the assumption of (i), it suffices to show that
[

G+εK
α+δ−L

]
is surjective

for all sufficiently small δ, ε ∈ C.
Denote H := N

([
G

α−L

])⊥ where the orthogonal complement is taken in the
graph inner product of Dom (Ξ). Both the operators

[
G

α−L

]
|H and K|H map

continuously H .→ [ UX ]. Since
[

G
α−L

]
is surjective,

[
G

α−L

]
|H is boundedly in-

vertible. Because the set of boundedly invertible operators is open, the operator[
G+εK
δ+α−L

]
|H =

[
G

α−L

]
|H +

[
εK
δ

]
|H is boundedly invertible for all δ, ε ∈ C small

enough. In particular,
[

G+εK
δ+α−L

]
maps Dom (Ξ) onto [WX ]. By Theorem 3.4, Ξ is
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impedance passive. By Proposition 4.1, Ξ is an internally well-posed boundary
node.

The same proof shows that (ii) holds, too (replace part (i) of Theorem 3.4
by part (ii), and replace Proposition 4.1 by Proposition 4.2). !

Many PDE examples satisfy even stronger conditions than those of Theo-
rem 4.3.

Definition 4.4. A colligation Ξ =
([

G
L
K

]
;
[ U
X
Y

])
is strong if it is closed and its

interior operator L is closed with Dom (L) = Dom (Ξ).

We remark that an impedance or scattering conservative internally well-posed
boundary node need not be strong, see Section 6.2.

Lemma 4.5. A colligation Ξ =
([

G
L
K

]
;
[ U
X
Y

])
is strong if and only if its interior

operator L is closed with Dom (L) = Dom (Ξ), and G and K are continuous with
respect to the graph norm of L on Dom (Ξ).

Proof. Suppose that Ξ is strong. Then we get two different graph norms on
Dom (Ξ), namely the graph norm of L and the graph norm of

[
G
L
K

]
. The for-

mer is clearly weaker than the latter, and hence by the closed graph theorem,
they are equivalent. This implies that G and K are continuous with respect to the
graph norm of L. The easy proof of the converse claim that the continuity of G
and K with respect to the graph norm of L implies that Ξ is closed is left to the
reader. !
Remark 4.6. The general assumption in Theorem 4.3 about the closedness of [ G

L ]
and the continuity of K with respect to the graph norm of [ G

L ] holds whenever Ξ
is a strong colligation.

Theorem 4.7. An impedance passive strong colligation is an internally well-posed
boundary node if and only if its input boundary operator G is surjective.

Proof. We denote the colligation by Ξ =
([

G
L
K

]
;
[ U
X
Y

])
. By Proposition 4.1, it is

enough to show that α − A is surjective for some α > 0, where A := L|N (G).

Let α > 0. By Theorem 3.4,
[
βG+K
α−L

]
is surjective for all β ∈ C+. This

implies that
[

G+εK
α−L

]
is surjective for all ε > 0. Let x ∈ X be arbitrary, and let

zε ∈ Dom (Ξ) = Dom (L) be any solution of the equation
[
G + εK
α − L

]
zε =

[
0
x

]
. (4.1)

Then it follows from (3.2) that α‖zε‖X ≤ ‖x‖X . Clearly

‖Lzε‖X = ‖αzε − x‖X ≤ α‖zε‖X + ‖x‖X ≤ 2‖x‖X .

It follows that there exists exactly one solution zε of (4.1) for any given x. Fur-
thermore, zε is bounded in the graph norm of L, uniformly in ε > 0.
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Let Z be the Hilbert space Dom (L) equipped with the graph norm of L.
The unit ball in Z is weakly sequentially compact, and therefore there exists a
sequence εn → 0 such that zεn → z weakly in Z as n → ∞. Both G and K
are continuous from Z to U , hence weakly continuous. Thus, Gzεn → Gz and
Kzεn → Kz weakly in U . Substituting this into (4.1) we find that z ∈ N (G) and
(α − L)z = (α − A)z = x, proving the surjectivity of α− A. !

Corollary 4.8. Let Ξ =
([

G
L
K

]
;
[ U
X
Y

])
be an impedance conservative strong col-

ligation. If R (G) = U , then both
([

G
L
K

]
;
[ U
X
Y

])
and

([
G
−L
−K

]
;
[ U
X
Y

])
are inter-

nally well-posed impedance conservative boundary nodes with unitary semi-groups.
If R (K) = Y, then both

([
K
L
G

]
;
[ Y
X
U

])
and

([
K
−L
−G

]
;
[ Y
X
U

])
are internally well-

posed conservative boundary nodes with unitary semi-groups. If R (G) = U and
R (K) = Y, then Ξ is a time-flow invertible boundary node in the sense of [13, Def-
inition 1.3].

This follows directly from Proposition 4.2 and Theorem 4.7.

5. Abstract boundary spaces for symmetric operators

It is a classical problem in operator theory to parameterize self-adjoint extensions
of a given closed, densely defined symmetric operator A on Hilbert space X . The
results are often formulated in terms of abstract boundary spaces for A. It turns
out that this notion is a special case of our notion of impedance conservative strong
boundary node.

We shall study extensions of the operator

L0 := L|Dom(L0) with Dom (L0) := N (G) ∩ N (K) (5.1)

where L is taken from an impedance passive colligation Ξ =
([

G
L
K

]
;
[ U
X
U

])
. Such

an operator L0 is called the minimal operator of Ξ. If Ξ is impedance passive, it
follows from (3.2) that L0 is symmetric, and therefore at least closable. If Ξ is
strong, then L0 is closed. The following definition is taken from [6].

Definition 5.1. Let A be a closed, densely defined symmetric operator on X . The
triple (U ,Γ1,Γ2) is an abstract boundary space for A if U is a Hilbert space and
Γ1,Γ2 are linear mappings from Dom (A∗) into U with the following properties:

(i) for any x, z ∈ Dom (A∗) we have

〈A∗x, z〉X − 〈x,A∗z〉X = 〈Γ1x,Γ2z〉U − 〈Γ2x,Γ1z〉U ;

(ii) the mapping
[

Γ1
Γ2

]
from Dom (A∗) into [ UU ] is surjective.

Theorem 5.2. If Ξ =
([

G
L
K

]
;
[ U
X
U

])
is an impedance conservative strong colligation

and [ G
K ] is surjective, then the operator A := iL0 (where L0 is defined by (5.1))
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is closed, densely defined and symmetric, and the triple (U , G, iK) is an abstract
boundary space for A.

Conversely, if A is a closed, densely defined symmetric operator on X such
that the triple (U ,Γ1,Γ2) is an abstract boundary space for A, then Ξ =([ Γ1

iA∗

−iΓ2

]
;
[ U
X
U

])
is an impedance conservative internally well-posed strong boundary

node with a unitary semigroup. This node has all the properties listed in Corol-
lary 4.8.

Proof. We first prove the direct part, and begin by noticing that if Ξ =
([

G
L
K

]
;
[ U
X
U

])

is an impedance conservative strong colligation and [ G
K ] is surjective, then all the

conclusions listed in Corollary 4.8 hold.

By polarizing (3.3) we get

〈Lx, z〉X = 〈x,−Lz〉X +〈Kx, Gz〉U+〈Kx, Gz〉U , for all x, z ∈ Dom (L) . (5.2)

If z ∈ Dom (L0), then the right-hand side reduces to −〈x, L0z〉X , and we conclude
the inclusion L0 ⊂ −L∗. The operator A = L|N (G) satisfies A ⊂ L, and hence L∗ ⊂
A∗. Thus L0 ⊂ −L∗ ⊂ −A∗, and hence N (G) ∩ N (K) ⊂ Dom (L∗) ⊂ Dom (A∗).
By Corollary 4.8, we have A∗ = −A and thus Dom (A∗) = N (G). It follows that
N (G)∩N (K) ⊂ Dom (L∗) ⊂ N (G). The same argument with Ξ replaced by the
node

([
K
L
G

]
;
[ U
X
U

])
implies that N (G) ∩ N (K) ⊂ Dom (L∗) ⊂ N (K) and hence

Dom (L∗) = Dom (L0). Because L0 ⊂ −L∗, we conclude that L0 = −L∗. Thus L0

is closed and densely defined. Define A := iL0. Then A is closed, densely defined,
and symmetic, and it follows from (5.2) that (U , G, iK) is an abstract boundary
space for A.

For the converse part we assume that A is a closed, densely defined sym-
metric operator on X such that the triple (U ,Γ1,Γ2) is an abstract boundary
space for A. By [6, Theorem 1.6 p. 156] (with K = 0), both the operators
A∗|N (Γ1−iΓ2) and −A∗|N (Γ1+iΓ2) are maximal dissipative. In particular, their re-
solvent sets contain C+. By [6, Lemma 3.1 p. 164], the operators Γ1 and Γ2 are
continuous Dom (A∗) → U . Clearly, both Γ1 − iΓ2 and Γ1 + iΓ2 are surjective.
Thus both

[
Γ1−iΓ2
α−iA∗

]
and

[
Γ1+iΓ2
α+iA∗

]
are surjective for all α ∈ C+. As part (i) of

Definition 5.1 implies (3.3) with G = Γ1, L = iA∗ and K = −iΓ2, we con-
clude from Theorem 3.4 that the colligation Ξ is impedance conservative with
Dom (Ξ) = Dom (A∗). Since L is closed, it is a strong colligation. The remaining
claims follow from Corollary 4.8. !
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6. Two examples

6.1. The transmission line

We now complete the study of the (impedance) transmission line equations (1.2)
using the results of this paper. We define the operators G, L and K as follows:

L :=

[
0 − 1

L(ξ)
∂
∂ξ

− 1
C(ξ)

∂
∂ξ 0

]
, (6.1)

G :=
[
γ0 0

]
|Z , and K :=

[
0 γ0

]
|Z

where γ0f = f(0) is the Dirichlet trace for f ∈ H1(0, 1), and let

X :=
[
L2(0, 1)
L2(0, 1)

]
and Z :=

{[
z1

z2

]
∈
[
H1(0, 1)
H1(0, 1)

]
: z1(1) = 0

}
. (6.2)

We use the energy norm ‖[ z1
z2 ]‖2 =

∫ 1
0

(
L(ξ)|z1(ξ)|2 + C(ξ)|z2(ξ)|2

)
dξ in X . It is

easy to see that Ξ =
([

G
L
K

]
;
[ C
X
C

])
is a strong colligation with Dom (Ξ) = Z. If

z(t) =
[

I(·,t)
U(·,t)

]
∈ X denotes the joint current/voltage distribution at time t ≥ 0,

then equations (1.2) take the form of (1.1).

Proposition 6.1. The strong colligation Ξ defined above is an impedance conserva-
tive boundary node which has all the additional properties listed in Corollary 4.8.
The operator L0 given by (5.1) is closed and densely defined, and (C, G, iK) is an
abstract boundary space for the operator A := iL0.

Proof. It follows by partial integration that the Green–Lagrange identity (3.3)
holds for all z ∈ Z when the inner product associated to the energy norm is used
for X . It is trivial that G + K =

[
γ0 γ0

]
maps Z onto input space C.

We show next that L maps N (G + K) onto X . For any [ x1
x2 ] ∈ X we have

L [ z1
z2 ] = [ x1

x2 ] for all z1, z2 ∈ H1(0, 1) that satisfy z1(x)−z1(0) = −
∫ x
0 C(v)x2(v) dv

and z2(x) − z2(0) = −
∫ x
0 L(v)x1(v) dv. It is possible choose the integration con-

stants z1(0) and z2(0) so that z1(1) = 0 and z1(0) + z2(0) = 0. Then [ z1
z2 ] ∈

N (G + K) and we conclude that L maps N (G + K) onto X . It is easy to see that
N (L)∩N (G + K) = {0}. It follows that 0 ∈ ρ(L|N (G+K)) and hence there exists
an α > 0 such that condition (a) of Theorem 3.4 holds with β = 1. The remaining
condition (c) of Theorem 3.4 is verified analogously, and we conclude that Ξ is an
impedance conservative strong colligation.

Since the operator [ G
K ] is trivially surjective, the rest of the claims follow

from Corollary 4.8 and Theorems 4.7 and 5.2. !

In particular, we conclude that (1.2) has a smooth solution as explained after
Definition 2.1 (when it is interpreted as equations in (1.1) by using (6.1) and (6.2)).
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6.2. The wave equation

A more advanced example is provided by the wave equation with Neumann bound-
ary control. We consider the linear system described by






ztt(t, ξ) = ∆z(t, ξ) for ξ ∈ Ω and t ≥ 0 ,

u(t, ξ) = ∂z
∂ν (t, ξ) for ξ ∈ Γ1 and t ≥ 0 ,

y(t, ξ) = zt(t, ξ) for ξ ∈ Γ1 and t ≥ 0 ,

z(t, ξ) = 0 for ξ ∈ Γ0 and t ≥ 0, and
z(0, ξ) = z0(ξ), zt(0, ξ) = w0(ξ) for ξ ∈ Ω .

(6.3)

Here n ≥ 2 and Ω ⊂ Rn is a bounded domain (open connected set) with C2-
boundary ∂Ω. We assume that ∂Ω = Γ0 ∪ Γ1 with Γ0 ∩ Γ1 = ∅ where both Γ0

and Γ1 are nonempty. Thus Ω cannot be simply connected.
To rewrite this system as a boundary node we introduce the standard Sobolev

spaces Hs(Ω), s = 1, 3/2, 2, and the boundary spaces Hs(Γ), s = ±1/2, which can
be defined in several different ways (see [13] for a short dicussion on this and
note that H0 = L2). The Dirichlet trace operator γ is first defined for functions
f ∈ C∞(Ω) by setting γf := f |∂Ω. This operator has a unique extension to an
operator (still denoted by γ) which maps H1(Ω) continuously onto H1/2(∂Ω). Let

H1
Γ0

(Ω) =
{
f ∈ H1(Ω) : f |Γ0 = 0

}
(6.4)

where we write γf := f |∂Ω. Then the operator γ0 := γ|H1
Γ0

(Ω) maps H1
Γ0

(Ω)
continuously onto H1/2(Γ1), and we abbreviate γ0f = f |Γ1 .

The Neumann trace operator γ ∂
∂ν is first defined on C∞(Ω) (with values in

L2(∂Ω)) by setting
(
γ ∂
∂ν f
)
(ξ) := ν(ξ) · ∇f(ξ) for all ξ ∈ ∂Ω where ν(ξ) denotes

the outward unit normal vector of ∂Ω at ξ. Following [7, p. 59], define the Hilbert
space

E(∆; L2(Ω)) :=
{
f ∈ H1(Ω) : ∆f ∈ L2(Ω)

}
(6.5)

with the norm ‖f‖2
E(∆;L2(Ω)) = ‖f‖2

H1(Ω) + ‖∆f‖2
L2(Ω). The operator γ ∂

∂ν has
a unique extension to an operator which maps E(∆; L2(Ω)) continuously into
H−1/2(∂Ω) (see the comments on p. 62 in [7]). We shall make use of the following
closed subspace

Z0 :=
{
f ∈ H1

Γ0
(Ω) : ∆f ∈ L2(Ω)

}
(6.6)

of E(∆; L2(Ω)), and it is equipped with the same norm as E(∆; L2(Ω)). Since the
Neumann problem

∆z0 = 0 , z0|Γ0 = 0 ,
∂z0

∂ν
|Γ1 = u (6.7)

has always a variational solution in H1(Ω) for all u ∈ H−1/2(Γ1), we see that γ ∂
∂ν

maps Z0 onto H−1/2(Γ1). We abbreviate the Neumann trace operator on Z0 as(
γ ∂
∂ν

)
f = ∂f

∂ν |Γ1 . See [13] for further details and references on Sobolev spaces and
trace mappings.
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After these preparations, let us return to equations (6.3). We obtain first
order equations of form (1.1) by noting that ztt = ∆z is equivalent to the first
order equation

d

dt

[
z
w

]
=
[

0 1
∆ 0

] [
z
w

]
.

The spaces Z, X and and operator L are defined by

L :=
[

0 1
∆ 0

]
: Z → X with

Z := Z0 × H1
Γ0

(Ω) and X := H1
Γ0

(Ω) × L2(Ω)
(6.8)

where H1
Γ0

(Ω) and Z0 are given by (6.4) and (6.6), respectively. For the space X ,
we use the energy norm

∥∥∥∥

[
z0

w0

]∥∥∥∥
2

X
:= ‖∇z0‖2

L2(Ω) + ‖w0‖2
L2(Ω) . (6.9)

Defining U := H−1/2(Γ1), G [ z0
w0 ] := ∂z0

∂ν |Γ1 , Y := H1/2(Γ1), and K [ z0
w0 ] := w0|Γ1 ,

we obtain the colligation

Ξ =








G
L
K



 ;




U
X
Y







 .

Proposition 6.2. The colligation Ξ defined above is an impedance conservative
strong boundary node with respect to the standard duality pairing between U =
H−1/2(Γ1) and Y = H1/2(Γ1) with pivot space L2(Γ1). This node has all the
additional properties listed in Corollary 4.8.

Moreover, the operator L0 given by (5.1) is closed and densely defined, and
(U , G, iΨ∗K) is an abstract boundary space for the operator A := iL0, where Ψ is
the duality map between U and Y.

In particular, the equation (6.3) has a smooth solution (as explained after
Definition 2.1) when it is interpreted as equations (1.1) by using the above defini-
tions.

Proof of Proposition 6.2. It is easy to see that T := [ 0 1
∆ 0 ] is a closed operator in X

with domain Dom (T ) := E(∆; L2(Ω)) × H1
Γ0

(Ω). Since the Dirichlet trace maps
continuously E(∆; L2(Ω)) → L2(Γ0), it follows from Lemma 6.6 that L is closed
with Dom (L) = Z.

For an arbitrary [ z0
w0 ] ∈ Z, the Green’s formula [7, p. 62] implies the Green–

Lagrange identity (3.5) since
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2Re
〈[

z0

w0

]
, L

[
z0

w0

]〉

X
= 2Re

〈[
z0

w0

]
,

[
w0

∆z0

]〉

X

= 2Re
(
〈∆z0, w0〉L2(Ω) +

∫

Ω
∇z0 · ∇w0 dΩ

)

= 2Re
(∫

Γ0∪Γ1

∂z0

∂ν
w0 dω

)

= 2Re
〈
∂z0

∂ν
|Γ1 , w0|Γ1

〉

(H−1/2(Γ1);H1/2(Γ1))

= 2Re
〈

G

[
z0

w0

]
, K

[
z0

w0

]〉

(U ;Y)

,

where we have used w0|Γ0 = 0.
Let u ∈ U and [ z0

w0 ] ∈ X be arbitrary. We have now [ G
L ] [ x0

v0 ] =
[ u

z0
w0

]
for

[ x0
v0 ] ∈ Z if and only if v0 = z0 and x0 is a solution in H1(Ω) of the problem

∆x0 = w0 , x0|Γ0 = 0 ,
∂x0

∂ν
|Γ1 = u .

But this problem has a unique variational solution3 in H1(Ω) because w0 ∈ L2(Ω)
and u ∈ L2(Γ1). We conclude that [ G

L ] maps Z onto [ UX ]. It now follows from
Theorem 4.3 that Ξ is an internally well-posed, impedance passive boundary node.

We show next that [ G
K ] maps Z onto

[ U
Y
]
; i.e., that there exists a z0 ∈ Z0

and w0 ∈ H1
Γ0

(Ω) such that [ G
K ] [ z0

w0 ] =
[ ∂z0

∂ν |Γ1
w0|Γ1

]
= [ u

y ] for all u ∈ H−1/2(Γ0) and

y ∈ H1/2(Γ0). This follows by choosing z0 as the unique variational solution in
H1(Ω) of (6.7) and w0 as the unique variational solution in H1(Ω) of

∆w0 = 0 , w0|Γ0 = 0 , w0|Γ1 = y .

Now the rest of the claims follow from Corollary 4.8 and Theorems 4.7 and 5.2. !

The wave equation problem (6.3) can be interpreted as an impedance con-
servative internally well-posed boundary node also in another setting, where the
input space is equal to the output space, namely U = Y = L2(Γ1). We get this
node simply by restricting the domain of the node Ξ in Proposition 6.2 to the
subspace

Z ′ =
{[

z0

w0

]
∈ Z : Gz0 ∈ L2(Γ1)

}
. (6.10)

We remark that this space was denoted by Z in [13, Section 5].

Proposition 6.3. Let Ξ =
([

G
L
K

]
;
[ U
X
Y

])
be the colligation in Proposition 6.2. De-

fine Z ′ by (6.10), and let G′ = G|Z′ , L′ = L|Z′ , K ′ = K|Z′ and W = L2(Γ1).

3In fact x0 ∈ H3/2(Ω) by the elliptic regularity theory, but this is not needed here.
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Then the colligation Ξ′ :=
([

G′

L′

K′

]
;
[W

X
W

])
is an impedance conservative boundary

node with a unitary semigroup which coincides with the semigroup of Ξ.

Proof. The Green–Lagrange identity (3.3) is implied by (3.5) that holds by Propo-
sition 6.2. It is clear from the proof of Proposition 6.2 that

[
G′

L′

]
maps Z ′ onto [WX ].

That
[

G′

L′

]
closed (with domain Z ′) follows because [ G

L ] closed (with domain Z)
and Z ′ = {f ∈ Z : [ G

L ] f ∈ [WX ]}. We conclude from Theorem 4.3 that Ξ′ is an
impedance conservative internally well-posed boundary node in the sense of Defi-
nition 3.2. Since N (G′) = N (G), the semigroups of Ξ′ and Ξ coincide. !

Note, in particular, that Proposition 6.3 gives another proof of the scattering
conservativity of the example discussed in [13, Section 5] (that node is the Cayley
transform of the node in Proposition 6.3 with parameter β = 1).

Remark 6.4. If we interchange the input and the output in the node Ξ′, then
the resulting colligation is still impedance conservative, and its main operator
L′|N (K)′ is unitary. However, the colligation Ξ′ is not a boundary node since K ′

is not surjective with values in L2(Γ1).

Let us explain why the colligation Ξ′ in Proposition 6.3 does not fit into
the framework of strong colligations. By Lemma 6.5 below, the space Dom (Ξ′) is
a proper dense subspace Dom (Ξ). Thus, Dom (L′) = Dom (Ξ′) is not closed in
Dom (L) = Dom (Ξ) (with respect to the graph norm), and hence L′ is not closed
(see Lemma 6.6). We conclude that the colligation Ξ′ is not strong.

Lemma 6.5. Define Ξ and Ξ′ as in Propositions 6.2 and 6.3. Then Z ′ := Dom (Ξ′)
is a proper dense subspace of Z := Dom (Ξ).

Proof. As we saw in the proof of Proposition 6.2 (in the place where we proved that
[ G

L ] is surjective), the operator [ G
L ] is a continuous map of Z onto

[
H−1/2(Γ2)

L2(Ω)

]
,

and this map is both injective and surjective. Thus, it has a bounded inverse
[ G

L ]−1 :
[

H−1/2(Γ2)

L2(Ω)

]
→ Z. By definition [ w0

u ] ∈ Z ′ if and only if [ w0
u ] ∈ Z and

Gw0 ∈ L2(Γ2). In other words, Z is the image of
[

L2(Γ2)

L2(Ω)

]
under [ G

L ]−1. Since
[

L2(Γ2)

L2(Ω)

]
is a proper dense subspace of

[
H−1/2(Γ2)

L2(Ω)

]
, we conclude that Z ′ is a

proper dense subspace of Z. !

Lemma 6.6. Let T be a closed operator X → Y, and let Z be a subspace of Dom (T ).
Then T |Z is closed if and only if Z is a closed subspace of Dom (T ) (with respect
to the graph norm of T ).

Proof. Let the sequence zj ∈ Z satisfy zj → z in Dom (T ), i.e., zj → z in X and
Tzj = T |Zzj → y in Y. On one hand, this implies that z ∈ Z if and only if T |Z
is closed, and on the other hand, this implies that z ∈ Z if and only Z is a closed
subspace of Dom (L). Thus, T |Z is closed if and only if Z is closed in Dom (T ). !
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Finland
URL: http://www.abo.fi/~staffans

Communicated by Daniel Alpay.

Received: August 21, 2006.

Accepted: October 22, 2006.


